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ABSTRACT. The v-basin of attraction of the zero solution of a nonlinear sto-
chastic differential equation can be determined through a pair of a local and
a non-local Lyapunov function. In this paper, we construct a non-local Lya-
punov function by solving a second-order PDE using meshless collocation. We
provide a-posteriori error estimates which guarantee that the constructed func-
tion is indeed a non-local Lyapunov function. Combining this method with the
computation of a local Lyapunov function for the linearisation around an equi-
librium of the stochastic differential equation in question, a problem which is
much more manageable than computing a Lyapunov function in a large area
containing the equilibrium, we provide a rigorous estimate of the stochastic
~-basin of attraction of the equilibrium.

1. Introduction. In deterministic dynamical systems given by autonomous or-
dinary differential equations (ODE), the basin of attraction of an asymptotically
stable equilibrium is the set of all initial conditions, such that the corresponding
solutions converge to the equilibrium as time tends to infinity. When considering a
stochastic differential equation (SDE), this notion can be replaced by the v-basin of
attraction, i.e. the set of all initial conditions, such that sample paths will converge
to the equilibrium as time tends to infinity with probability at least . This concept
will be defined in Section 2, Definition 2.2.
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It turns out that the -basin of attraction can be determined using Lyapunov
functions. In [8], a combination of a local and a non-local Lyapunov function was
used to determine a subset of the ~-basin of attraction. A Lyapunov function
V:R? — R for a SDE satisfies LV (x) < 0, where L is a second-order differential
operator, which arises from the SDE. A local Lyapunov function is only defined in a
small neighborhood of the equilibrium and can often be determined by linearisation.
A non-local Lyapunov function, however, is defined on a superset U C R? of the ¥-
basin of attraction apart from a small neighborhood, where the negativity condition
is not necessarily satisfied. Local Lyapunov functions will be defined in Section 2,
Definition 2.3, and non-local ones in Section 2, Definition 2.4.

In this paper, we present a constructive method to compute a non-local Lyapunov
function for a general SDE. In particular, we use meshless collocation to solve a PDE
boundary value problem of the form LV (x) = & < 0 for all x € I and with fixed
boundary values for V(x) at all x € OU. After choosing a kernel, in particular a
Radial Basis Function, as well as collocation points in U and oU , the approximate
solution v to the problem is determined by using a certain ansatz and by computing
coefficients by solving a linear equation.

To ensure that the approximation v is itself a valid Lyapunov function, we provide
rigorous a-posteriori estimates on Lv(x). This is achieved by evaluating Lv(x) at
all x in a test grid and using Taylor-type estimates for the points in between. These
make use of the specific ansatz and corresponding estimates. The method is applied
to two examples in one and two dimensions, respectively.

The outline of the paper is as follows: In Section 2 we recall the definition of the
~-basin of attraction and its determination using a pair of a local and a non-local
Lyapunov function. In Section 3 we discuss meshless collocation for general PDE
boundary value problems and in particular for the PDE related to the SDE under
study. Moreover, we present a-posteriori error estimates based on first and second
derivatives of Lv. Section 4 applies these results to the construction of a non-local
Lyapunov function. Finally, we apply the method to two examples in Section 5.
The appendix contains explicit formulas for the ansatz using meshless collocation,
as well as tables for the estimates.

Note on notations:

If not specified, we use the Euclidean norm of a vector x € R, i.e. |x| = ||x]2.
We denote the closed e-neighborhood with respect to the | - |1 norm of a compact
set K C R? by

Ko, ={xeR’: dist (0, 1) < e},

where (Hhﬁt(x’ K) = minyek ||x —y|i. We sometimes denote the i-th component of
‘i

a vector x —y by (x —y); to shorten formulas.

2. Stochastic basin of attraction and Lyapunov functions. In this section we
introduce the type of SDE that we study as well as the stochastic basin of attraction
of the zero (trivial) solution. We also recall the definition of (stochastic) Lyapunov
functions; in particular, we will consider an appropriate combination of a local and
a non-local Lyapunov function to determine the stochastic basin of attraction.

We study the stability of the trivial solution of the SDE of It6 type

dX(t) = £(X(1))dt+ g(X(t)dW (1), (2.1)
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where W (t) is a Q-dimensional Wiener process. The functions f : R — R? and
g : RY — R¥*Q are Lipschitz continuous on a neighbourhood of the origin O,
i.e. there exists a K > 0 such that

[£(x) — £ + lle(x) —g(¥)l < Klx -yl forall x,y € O.

Moreover, we assume that £(0) = 0 and g(0) = 0, so that X(¢) = 0 is a solution of
(2.1) for all t > 0.

Since we are interested in local stability, i.e. y-basins of attraction within O, we
can extend f and g to Lipschitz continuous functions on R? and consider strong
solutions to (2.1) on [0,00). This simplifies technical matters considerably, cf. [8,
§2].

For the SDE (2.1) the associated generator is given by

d 2
LV = WV )£ + 5 3 [00800)] 55 (). (2.2)

for V: U — R with & C R%.

Remark 2.1. If the matriz g(x)g(x) " is positive definite for allx € U in a compact
set U C R?, then the second-order linear differential operator L is strictly elliptic in
U. In this (non-degenerate) case, results about the existence of classical solutions
are available, however, in this paper we will discuss the general case and make no
requirement on the positive definiteness of the matriz.

Let us now define the ~-basin of attraction which describes the set of initial
conditions so that sample paths converge to the origin with probability at least ~,
see [8, Definition 2.4].

Definition 2.2 (y-basin of attraction (7-BOA)). Consider the system (2.1) and let
0 <~ <1. We refer to the set

{xer p{m |x*0) =0} 27} (-BOA)

as the ~y-basin of attraction or short v-BOA of the origin. Here, X*(t) denotes the
unique strong solution (stochastic process) of the SDE with initial condition x.

In the following definition [8, Definition 2.5], we introduce a local Lyapunov func-
tion in the set N (see also [8, Theorem 2.7]). A local Lyapunov function U is a
positive definite function such that LU is negative definite in a (small) neighbour-
hood A of 0. This is most conveniently defined using so-called K., functions; a
function i : Ry — Ry is said to be of class K if it is continuous, strictly increasing,
1(0) =0, and limg o0 p(x) = 0.

Definition 2.3 (Local Lyapunov function). Consider the system (2.1). A function
U e CN)NC*N \ {0}), where 0 € N C R? is a domain, is called a (local)
Lyapunov function for the system (2.1), if there are functions ui, o, 3 € Koo,
such that U fulfills the properties:

(1) p(lIx[) < U) < pa(|x[]) for all x € N

(ii) LU(x) < —ps([x]) for all x € A"\ {0}
Let Upax > 0 be such that U=1([0, Unax]) is a compact subset of N

Next we introduce a non-local Lyapunov function in the set I as in [8, Definition
2.9, (2a)]; note that we have replaced 0 by b and 1 by a. A non-local Lyapunov
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function satisfies LV < 0 in a large set U, not including a small neighborhood B of
the equilibrium.

Definition 2.4 (Non-local Lyapunov function). Let A, B C R, B C A°, be simply
connected compact neighbourhoods of the origin with C? boundaries and set U :=
A\ B°. A function V € C*(U) for the system (2.1) such that

(1) b<V(x)<a forallx €U, V-1(b) =B, V-1(a) = A with b < a, and

(2) LV(x) <0 for allx € U,
is called a non-local Lyapunov function for the system (2.1). We refer to A as the
outer boundary of U and OB as the inner boundary of U.

The following result from [8, Theorem 2.11] shows how a local and a non-local
Lyapunov function provide information about the v-BOA. For an illustration of
the various sets, see [8, Figure 1]. The proof uses the non-local Lyapunov function
to estimate the probability that solutions starting in U leave the set through the
boundary 9B, and then the local Lyapunov function estimates the probability that
they converge to the origin once they are in B. The combined probability can be
bounded by 7.

Theorem 2.5. Consider the system (2.1) and assume there exists a local Lyapunov
function U : N — Ry as in Definition 2.3 with the constant Unax > 0 and a non-
local Lyapunov function V : U — Ry as in Definition 2.4. Let 0 < < 1 and
b < A< a<a and the set B from Definition 2.4 be such that

U Y (Unax) CV7H[B,A) and 9B =V"1(b) C U ([0, B Umax])-
Then the set V=1([b,a]) U B is a subset of the y-BOA of the origin, where

_ a—a)-p)
a—b—Bla—A)

Note that the bound (2.3) has a different formula than in [8, Theorem 2.11],
because here 9B = V~1(b) and 9.A = V~!(a) with b and a not necessarily equal to
0 and 1, respectively. Thus our formula is the formula from [8, Theorem 2.11] with
~ replaced by (v —b)/(a — b) and « replaced by (o —b)/(a — b).

In this paper, we focus on a general method to compute non-local Lyapunov
functions. Local Lyapunov functions can often be found directly in specific exam-
ples: for example, if the noise is small and the origin is an asymptotically stable
equilibrium of the corresponding deterministic system with no noise, then the de-
terministic Lyapunov function can serve as a local Lyapunov function. Another
way to construct a local Lyapunov function is similar to the construction of local
Lyapunov functions for deterministic systems: by linearising the system around the
origin and constructing a Lyapunov function for the linearised system, which is a
local Lyapunov function for the nonlinear system, see [1].

For the examples in this paper, we are able to construct local Lyapunov functions
with one of these two approaches. For a more general discussion on the construction
of Lyapunov functions for linear systems see also [9].

(2.3)

3. Meshless collocation. In this section we will recall meshless collocation and
its use to approximate solutions of boundary value problems for general linear PDEs
of the form

{ LV(x) = r(x)forx €,

V(x) c(x) for x € 99, (3.1)
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where L is a linear differential operator and € is a bounded domain in R? with
sufficiently smooth boundary. Meshless collocation seeks to find the solution v
of an interpolation problem, which minimises the norm in a Reproducing Kernel
Hilbert Space (RKHS), in our case a Sobolev space. The interpolation problem will
ensure that v satisfies the PDE and the boundary values (3.1) at given collocation
points.

If the PDE boundary value problem has a solution V', then v approximates V' and
we have error estimates of ||V (x) —v(x)||L_ (o) as well as || LV (x) — Lv(x)| L (0)-
The error estimates involve the fill distance of the collocation points, measuring
how dense they are in Q and 90X, respectively. Unfortunately, these estimates also
involve unknown quantities, such as the norm of V. Thus, these error estimates
ensure that by adding more and more collocation points the error converges to
zero, but they do not provide explicit, computable bounds on the error.

We can, however, compute explicit a-posteriori bounds on the errors ||V (x) —
V(%)L (a0 as well as [|LV (x) — Lv(x)||z_ () by first computing LV (x) — Lv(x)|
for a finite, but large set of points Y C 2. Taylor’s theorem and estimates on the
first and second derivatives by using the explicit form of v provide us with explicit
bounds on these errors as shown in Section 3.2.

3.1. Meshless collocation: PDE boundary value problems. Meshless collo-
cation, in particular by Radial Basis Functions, is a powerful method to solve linear
PDEs [11, 2, 12]. For a general introduction to meshless collocation and RKHS,
see [14]. Meshless collocation has been applied to the computation of Lyapunov
functions in deterministic systems [4, 7]. For an overview of this and other methods
to compute Lyapunov functions, see the review [5].

In this section, we will outline the method, apply it to our particular case, and
recall known results, in particular error estimates from [4].

We consider a general linear operator L of order m given by

LV(x) = Y cax)daV(x). (3.2)
| <m

In our case, m = 2 and the operator is given by

1< 02 d )
Lu(x) = 3 ‘2—21 mij (x)mv(x) + Zl fi(x) 8in(X)» (3.3)

where (m3;(x))ij=1,...a = g(x)g(x) 7T, Le. mi;(x) = XL, ig(x)gjq(x). We denote
the g-th column of g by g¢4.

Hence, our operator is of the form (3.2) with ce,(x) = fi(x) and ce,ye,(x) =
1m;j(x). A singular point of L is a point x with ca(x) = 0 for all |a| < 2, see [4,
Definition 3.2].

Let © C R? be a bounded domain with smooth boundary T' := 9Q. Our goal is

to (approximately) solve the boundary value problem with a PDE given by:

{ Lu(x) = r(x)forxeQ,

v(x) = c(x)forxel. (3.4)

Our approximation will be a function in a RKHS, which is a Hilbert space H of
functions  — R with inner product (-, )y, and a kernel ®: Q x  — R such that

1. ®(-,x) € H for all x € Q,
2. g(x) ={g,®(,x))pg forallx € Q and g € H.
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In our case, we choose the radially symmetric kernel ®(x,y) = ¥(||x — y||), where
1 = ey is given by a Wendland function [13], see also Table 1. Setting ¢ =
| 4]+ k+1, the parameter k € N is a smoothness index and the function ®(x,y) is
a C?* function in x for fixed y, and the RKHS with this kernel is norm-equivalent
to the Sobolev space Wy with 7 =k + %.

Given sets of pairwise distinct points X; = {x;,...,xy} C © C R¢ none of
which is a singular point of L, and pairwise distinct points Xo = {&;,...,&y} C
I = 09, we seek to find the (unique) solution v to the interpolation problem

Lv(x;) = r(x;) foralli=1,...,N,
v(E) = c(§&) foralli=1,...,M,

which minimises the norm of the RKHS. It turns out that the solution is given by

N
v(x) = Y ar(dx, o L e(Ix — )
k=1

M

+ 3 an (B, o LY e(|x — 1)), (3.5)
k=1

where LY = id, dyv(x) = v(y), the superscript y denotes that the operator is applied
with respect to the variable y, and the coefficients a4, are computed by solving the
linear system Aa = 3, where 8, = r(xg) for k = 1,...,N and Sy = c(&;) for
kE=1,...,M. A= (ay) is a symmetric (N + M) x (N + M) matrix given by

A= < gT ZC))withBERNXN,CERNXM,DGRMXM,Where

for k,l=1,...,N:
bkt = (0x, © L)* (85, © L) (([x = yl]),
fork=1,...,N,l=1,..., M :
crt = (0x, © L) (8¢, o L°)Yo(|Ix — yll) = (6%, o L% (f|x — &),
fork,l=1,...,M :
da = (Jg, © L°)* (¢, o L) ¥(llx = yl) = »([I€ — &1)-
Explicit formulas for v and Lv are given in the Appendix A.
If the PDE has a solution V', then error estimates imply that the function v is
an approximation to V' as stated in Theorem 3.1 below. Note that the mesh norms

measure how dense the points in X; and X5 are in the domain and boundary,
respectively. The following is [4, Corollary 3.12] adapted to our linear operator.

Theorem 3.1. Let k > 3/2, if d is odd, and k > 2, if d is even. Let f;,m;; €

ERTNES
Wi LS J(Q) and let the solution V of (3.4) satisfy V€ WFH(@+D/2(Q). Then
the approximation v as above, for sufficiently small mesh norms, satisfies
k—3/2
||LV — LU”LOO(Q) < ChX1,§/2 ||V||W2k+(d+1)/2(9), (3.6)
k+1/2
IV =z o0 < ChXJ;,E)/QHV||W2"'+(d+U/2(Q)v (3.7)

where hx, o = Sup,cq ming cx, [|[x—x;|| and the constant hx, oq is the mesh norm
for the boundary part, for the precise definition see [4].
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3.2. A-posteriori error estimates. Note that, unless L is non-degenerate, we
have no results on the existence of classical solutions and thus we cannot use The-
orem 3.1. Even in that case, the error estimates in Theorem 3.1 contain quantities
that are not known explicitly, such as ||VHW2k+(d+1)/2(Q).

Hence, in this section we derive estimates that only contain explicitly computable
constants. They do not require us to prove the existence of a solution, but are a
verification that the computed function satisfies an inequality at all points. The
main idea is to evaluate the function at many points on a test grid and then use a
Taylor-type argument in between. As we have an explicit formula for the approx-
imation, we can derive explicit bounds on the derivatives. As these are multiplied
by the mesh norm of the test grid, which can be made arbitrarily small, we can
make the estimate as accurate as necessary.

Let us first present the Taylor-type estimates for a general function wu, which
later will be either the approximation v or Lv. These theorems, as well as a more
detailed discussion of a suitable choice of the test grid are taken from [10], see also

As test grids, we will use the following:

Definition 3.2. Define the following grids in R¢ with h > 0:
(] Sh = th
e C =5S,U (%1+Sh)7where 1=(1,...,1) € R4

The following theorem is based on the mean-value theorem and uses the specific
structure of the grid points Sj,.

Theorem 3.3 (First derivative). Let u € C*(R%, R) and let K C R? be compact.
Fizh >0 andletY := Cp N Khd/4,\|~|\1-
Define
d

e, = —  max max
4 zEKp a/a,)- ), lE{L,...,d}

Then we have for all x € K that

ou

i — < < ma + €p.
min u(y) —en < u(x) < Iyne;W(y) €h

Proof. Let x € K. Then there is a y € C with ||x —y||; < %h, see [10, Theorem
5.5], and thus y € Y. The mean value theorem shows that there is a 6 € [0, 1] such

that

lu(x) —uly)] = [Vu(lx+(1-0)y) (x—y)|
< [Vu(Ox+ (1= 0)y)llllx — vl
< O g + (1 — 0)y)| Lh.

zegia.}.{,d} 8751 4

Note that 0x 4 (1 — 0)y € K}, 4/4,).|,, since
d
16x + (1 =)y —x[s = A =)y — x|l < ;A
This shows the statement. O

The next theorem relies on a triangulation of the phase space with vertices in Sp,
C}, respectively. Using Taylor’s theorem in each simplex, we can derive the esti-
mates below. Note that, as discussed in [10], depending on odd or even dimension,
we use either Sy, or Cj to obtain an estimate with as few points as possible.
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Theorem 3.4 (Second derivative). Let u € C?(R% R) and let K C R¢ be compact.
Fix h > 0. If d > 1 define
d2
ep, = — max max
4 zEKqn, |-, LpE{L,...,d}

o Ifd is even, then let Y := Sp N Kgp .||, -
e Ifd >3 is odd, then let Y :=Cp N K(dfl)h,||-\|1-
In the case d =1 let Y := Cp N Ky 2., and define

0?u 9
z
0z ,0x;

en =~ max |u'(z)|hZ.
" 4z€Kh/2,H»H1| (=)l

In all cases we then have for all x € K

mi —e < x) < ma + ep.
y&lu(y) ho < ou(x) < yegfu(y) h

Proof. We consider the case where d is even. Let x € K. Then there is a simplex S
with vertices {xg,X1,...,Xq} C Sh, such that x = Z?:o AiX; € S, where Z?:o i =
lTand 0 < \; < 1. Since maxy zes ||y — 2l[1 = dh, we have S C Kgy, )., and thus
{x0,X1,...,X4} C Y.

Now we use the following result from [10, Proposition 5.2]: Denote by h* :=
max;—o,....d ||[Xo —%;||1 the maximal distance from any vertex to the fixed vertex xo.

For w € C?(R% R) we have for all 0 < \; < 1 with Z?:o A; =1 that

d d 2
w (Z )\ixi) — Z )\iw(xi) 8 U}(Z)
=0 =0

8xp8:r,l
In our case, we can choose the vertex xg such that h* = gh. As x € S there are
0 <\ <1 with Z?:o A; = 1 such that x = Z?:o Aix;. Hence, by (3.8)

(R*)%. (3.8)

< max max
zcS I,pe{l,....d}

d
*u(z) | d?
u(x)— > Au(x)| < pax P F v
( ) ; ( ) — 2€Kan, )., L,pe{L,....d} axpaxz 4
and then
d
0%u(z) | d?
< Ai T
u(x) *ryneai}’(u(y) i=0 +z€frfr;ﬁ«ullm€r?ﬁ}id} OxpOmi | 4
——

and similarly for the other inequality.

The result for odd dimensions follows in a similar way, noting that we choose a
simplex S with vertices {x¢,x1,...,%Xq} C Cj. Since maxy »es ||y —z|1 = (d — 1)k
for d > 2 and % for d = 1, and for a simplex with vertices in C, we can choose the
vertex xg such that h* := max;—o . q[X0 — X;[1 = %h, see [10, Theorem 5.8], the
result follows. O

The following theorem provides us with explicit bounds on the first and second
derivatives of both v and Lwv, as required in Theorems 3.3 and 3.4 for v = v and
u = Lwv, respectively. Note that they involve quantities depending on f and g
as well as their first and second derivatives, and the (computed) coefficients «;,
i=1,...,N+ M. Moreover, the bounds ; , as defined below are calculated for
specific Wendland functions ¢ in the appendix. Note that the requirement on ;
is satisfied for Wendland functions with smoothness index k£ > 6.
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Theorem 3.5. Let v € C*(R4,R) be given by (3.5) with kernel 1(r) =: 1o (r) € CS.
Let C C R? be a compact set. Denote
o Yi(r) =2Lop(r) forr >0 andi=1,...,6 and assume that ¢;(r) can be
continuously extended to r =0,
b wi,k = SUP,¢[0,00) Wi(’")‘rk < o0 fOT’ i, ke NO;
o F'=maxxec ||f(x)],

of
Fy = MaXxcc Maxje(1,...,d} H 85:;) ‘} and
x)
Fy = maxxec maxg pequ,.. d}’azpazl
[ )
1 Q
G = 52 max [lg(x) |,
Q
G = max max 4 nd
1 N llg?( :
0%g9(x dg1(x 9g9(x
oo - £ 1558 oo 552 52
qg=1 l,pe{1,....d} Lp0Ty x]

where gq( ) € R? denotes the vector (9iq(x))i=1,...a forallg=1,...,Q.

® o1 = Zk 1|a;€| and o = Ek N+1|O‘k|

Then we have the following bounds for allx € C and all l,p € {1,...,d}:

%(X) < al{GWJS,?, + 31/1271} + F[’L/)Q,Q + 1/)1,0]} + a21/)1717
o%v - o 6 s r ;
axpal,l (X) < al{ [1/)4,4 + 61032 w2,0] [17&373 + 1/)2,1]}

+oa a2 + Y1 0],

oL

&CZJ(X)I < al{G2 V5,5 + 1004 3 + 1593 1]
+(2F + G1)G[ta,4 + 6132 + 31D 0]
+(F1G + FGy + F?)[i)3 3 + 3¢9.1]
+FF1[te2 + 1/&,0}}

JFQQ{G[?/J:;,?, + 3o 1] + (F 4+ G1)[ha2 + Y10] + F17/11,1}7 and
0%L
o 81;; (X)‘ < o {G2 [Y6,6 + 1595 4 + 451042 + 1593 0]
p

+2(F + G1)G[ths,5 + 1004 3 + 1513 1]
+(F? + GGy + 2F,G + 2FG1)[tha 4 + 6132 + 31h2 0]
+(2FFy + F2G + FG3)[th3,3 + 312.1]

+FFs[1)22 + 1P1,0]}
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+a2{G[¢4’4 + 6132 + 31)a0]

+(F +2G1) 3,3 + b2 1] + (2F1 + Go2) 22 + ¢1,0]}~

Proof. The proof follows directly by differentiation and estimating terms of similar
type, where we use the explicit formulas derived in the appendix. Using formula
(A.1) for v we get

v (%)

0;

N
= S = vl ) 6x - )

k=1

=1l = xkl]) fi(xx)

d
g D iy o) [ e — e ) o = )¢ — )i — )

4,5=1

bl xu DBt = 30, + (= x0idy + (x = x|

M
+ 3 anprtn(lx — &) (x — &)
k=1

N
< Zlakl{lwz(IIX—Xkll)l % = xi | + ey (J|x — x| F
k=1

1 &
5 D0 D gia ki) gsalo00) [l — i) 1 = e

ij=1q=1

salun(lx = sl - x|

M
+ > langk] [(llx = &, DI lIx = &ll-
k=1
This shows the first estimate, using the definitions of a1, a2, and ;. The other
estimates are proved in a similar way. O

4. Non-local Lyapunov function. In this section we will present a method to
use meshless collocation, as discussed in the previous section, to compute a non-local
Lyapunov function and combine it with a given, local Lyapunov function.

We seek to find a non-local Lyapunov function v satisfying Lv(x) < 0, see Defi-
nition 2.4. This is done by finding an approximate solution of the PDE LV (x) =
with 7 < 0 in U by meshless collocation and using the a-posteriori estimates for Lv
to show that v satisfies Lv(x) < v < 0. Note, however, that the boundary of U is
only approximately given by the level sets with level 0 and 1 of v, apart from the
case d = 1. Hence, we compute the minimum of v at the outer boundary of ¢ and
the maximum of v at the inner boundary of u , using the a-posteriori estimates for
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v. Then we can define Y = A\ B° via A and B through the level sets of v with levels
a and b, respectively, and thus show that v satisfies the conditions in Definition 2.4.
Theorem 2.5 applied to v then gives us a rigorous result for the stochastic basin of
attraction of the equilibrium at the origin.

Let v be the approximate solution of the following boundary-value problem:

LV(x) = © forall xel°, (4.1)
0 forall xce€dB,

Vix) = ~ (4.2)
1 forall xe€0A,

where L is given by (2.2), 7 < 0 and U = A\ B°, where B C A° and A and B are
both simply connected compact neighborhoods of the origin with C? boundaries.
We use Theorem 3.3 or Theorem 3.4 with the set K = 0B and fixed h > 0 for
the function v. We set
m = maxv(x) + e,
xeY
where e and Y are defined in Theorem 3.3 or Theorem 3.4, respectively.
We use Theorem 3.3 or Theorem 3.4 with the set K = A and fixed h > 0 for
the function v. We set
M := minv(x) — ey,
xeY
where e, and Y are defined in Theorem 3.3 or Theorem 3.4, respectively.

Lemma 4.1. In the situation described above, assume that v € C? and m < M,
and choose m < b < a < M. Define A = v=!((—00,a]), B = v71((—o0,b]) and
U= A\B°. Assume that A and B are simply connected compact neighborhoods of
the origin, and assume that R\ B is connected. Then A and B have C? boundaries,

BcC A, andU C U.

Proof. The sets A and B have C? boundaries since v € C2. B C A° follows from
b<a. ~ _

We first show now that A C A. Assuming the opposite, there is a point x* € A\.A
and, since A is a connected neighborhood of the origin, there is a continuous path
from x* to the origin within A, which has to intersect with d.A as the origin is in
A. Hence, there is a point x € AN dA. This means that v(x) < a and, because
of Theorem 3.3 or 3.4 and the arguments above, that v(x) > minyey v(y) — e, =
M > a, which is a contradiction. B

Next we show that B C B. Since both B and B are compact, there is a point
x € R? with X ¢ B and X ¢ B. Now assume the opposite to the statement B C B,
namely that there is a point x* € B \B and, since R?\ B is a connected neighborhood
of X, there is a continuous path from x* to X within R?\ B, which has to intersect
with OB as X is in R%\ B. Hence, there is a point x € (R?\ B) N dB. This means
that v(x) > b and, because of Theorem 3.3 or 3.4 and the arguments above, that
v(x) < maxycy v(y) + e, = m < b, which is a contradiction. O

Now we use Theorem 3.3 or 3.4, respectively, to establish that v is a non-local
Lyapunov function. To estimate Cy; we use Theorem 3.5 with C' = Uy, q/4,., -
Together with a local Lyapunov function, we can then use Theorem 2.5 to determine
a ~y-basin of attraction.
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Theorem 4.2 (First derivative). Let v € C3 be a function given by meshless col-
location as described above.

Let A = v7((—00,a]) and B = v=1((—0o0,b]) and assume that B C A° and
that A and B are simply connected compact neighbourhoods of the origin with C?
boundaries. Set U := A\ B°.

Fiz h > 0 and define Yy := Cp, NUp g4, 5

oLy
83:1

Cu

max max
z€Up a4, L€{1,...,d}

@)
and

d
= L Cy—h.
v max Lu(y) + Cuy

If v <0, then v is a non-local Lyapunov function.

Proof. For all x € U we have by Theorem 3.3 for u = Lv
d
L < L Cy-h= 0.
v(x) < max v(y)+Cuyh=v<
Hence, v satisfies the assumptions of Definition 2.4. O
Theorem 4.3 (Second derivative). Let v € C* be a function given by meshless
collocation as described above. Let A = v~!((—00,a]) and B = v=1((—o0,b]) and

assume that B C A° and that A and B are simply connected compact compact
neighbourhoods of the origin with C? boundaries. Set U :== A\ B°. Fiz h > 0.

o [fd=1, then let

Y, =Cy ﬂuh/Q,H.Hl and Cy:= max |(LU)H(Z)|'
z2€UR /2,14

e Ifd is even, then let

Yi =S, U d C 0L
= g, an ‘= max max z)| .
u h dho|l-llx u zeuth\'H] p,le{l,...,d} 8.’1}paxl
o Ifd >3 is odd, then let Yy := Ch NUg—1yp,|.|, and
0%Lv
Cy = max max z)|.
z€EUd—1) h, |||, PLE{L,....d} Bxpaxl
Let
d2
v o= max Lo(y) + C’uth
If v <0, then v is a non-local Lyapunov function.
Proof. For all x € U we have with Theorem 3.4 for u = Lv
d2
Lv(x) < max Lu(y) + Cy—h*=v<0.
yeYy 4
Hence, v satisfies the assumptions of Definition 2.4. O

Remark 4.4. Note that due to Lemma 4.1 we have U C U and thus we can replace
U in the previous two theorems by U. However, we can use Theorems 4.2 and 4.3
directly with suitable a and b, without employing Lemma 4.1 as well.
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5. Examples.

5.1. One-dimensional example. We consider the example from [8]:

3
de = sinazdt+ 1—1—722 aw, (5.1)
where W is a one-dimensional Wiener-process. As sinz and 3z/(1 + z?) are Lip-
schitz, this equation has a unique strong solution. As local Lyapunov function we
take U(x) = |z|'/? as in [8]. Then

1 i sin(z)
I __tig1/2 92 2 _
U(x) 2‘37| (3 2(1 + 22)2 x )

and LU (x) < 0 for all z € [-271/2,271/2]\ {0} =: B\ {0}. Therefore we can choose
{2712} = U1 (Uppax) With Upax = 2714

For the non-local Lyapunov function we just consider x > 0, since the SDE is
symmetric. We use the Wendland function ¢7¢ with coefficient ¢ = 2. We set
p1 = 1072 and p; = 8 and determine an approximate solution to the equation

LV(z)=—-10"2 on (p1, p2)

such that V(p1) = 0 and V(p2) = 1. We have chosen 700 collocation points evenly
spaced in the interval [1.1-1072,7.99)].

The approximating function v and Lv are displayed in Figure 1. We obtain
the values a¢; = 653.0140 and a = 0.9440. Since in the 1-dimensional case the
boundary values for the approximation are v(p;) = 0 and v(p2) = 1, we choose
a=1and b= 0 and hence U = [p1, p2]. We first use Theorem 3.5 on any compact
set C with FF = F, = F, =1, G = 9/8, G; = 1.9566, and G2 = 9 to obtain
max,eg |(Lv)”(2)] = 1.6846 - 1012 =: Cyy; for the values 15, see Table 3.

We now use Theorem 4.3 and choose h = 2.1307 - 10~8, which corresponds to
7.5-108 evenly spaced points Yy, = C,N[p1—h/2, po+h/2] = LZN[p1 —h/2, p2+h /2]

on the interval. We obtain a maximum value of maxyey,, Lv(y) = —0.281 - 1073
and thus
h? -3 -3
v =max Lv(y) + Cy— = —0.281-107° + 0.19119 - 107> < 0.
yeYY 4

By Theorem 4.3, v is a non-local Lyapunov function.
Now we need to determine constants 0 < 8 < 1 and 0 < A < a < 1, see Theorem
2.5, such that

U™ (Unax) C v 2([0,A]) and 9B =v"1(0) € U ([0, BUmax])-

Following calculations from [8] we compute a lower estimate [—r1_g, r1_g] for the
(1—B)-BOA of the equilibrium, by solving U(ry_g) = Upmax. Thusri_g = 82271/2.
Theorem 2.5 requires

p1 = U_l(O) C U_l([o,ﬁUmax]>7

which is equivalent to p; = 1072 < Ti_g = £2271/2 je. B> 0.1189. We need to
find A such that

U™ (Umax) C v 1([0, A])
which is equivalent to V(271/2) < A\. We now fix 8 = 0.1247, A = 0.0421 and we
are free to choose a > A.
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- RBF approximate v(x) (the Lyapunov-function)

0.8

0.6

0.4

0.2

S . RBF derived Lv(x)

-11

-12
0

FIGURE 1. Above: the computed non-local Lyapunov function v
for system (5.1). Below: the function Lv, approximating —1073.

Corresponding to our choice of o, we have that the set v=1([0,a]) UB is a subset
of the v~-BOA by Theorem 2.5 (note that b =0 and a = 1) with

(1-a)1-5)
T—B(1—N)
For a = 0.044 we have V~1([0, a]) U B ~ [—0.803,0.803] and ~ ~ 0.95.

For a = 0.09 we have V~1([0,a]) U B ~ [~5.33,5.33] and 7 ~ 0.90.

Let us compare these results first to the local Lyapunov function: here we obtain
[—0.00177,0.00177] and [—0.00707,0.00707] as lower estimates of the 0.95- and 0.90-
BOAs. By comparing those values with the estimates obtained above we see a very
substantial increase.
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Our results are comparable to the results in [8] in that we obtained similarly sized
~v-BOA, however, our method includes a rigorous verification (numerical proof) that
v is indeed a non-local Lyapunov function. This verification is missing in [8] and
one can only hope that the computed non-local function is a Lyapunov function for
the system.

Lastly, we set up a simple Monte-Carlo simulation using the First-order stochastic
Runge-Kutta method to generate 1000 approximate realisations of sample paths,
starting at the point # = 5.33. We then check when they leave the interval [107%, 8]
and at which end. The result is that 98% of simulations leave through the inner
boundary and 2% through the outer, which is close to what we expected since the
point 5.33 is inside the 0.9-BOA. Note that this a larger value than predicted by our
method. On the one hand, our estimate is indeed just a lower bound and exiting
[107%, 8] through the lower boundary is not the same as the sample trajectories
converging to the origin as time tends to infinity. It confirms, however, the validity
of our estimate.

5.2. Two-dimensional example. We consider the first example from [3, Section
4], namely

dx = (M + p(x)I)xdt + g(x)dW, (5.2)

where W is a one-dimensional Wiener-process, I is the 2 x 2 identity matrix, and
with

a= (0 3) o0 = Il = 1, and g =0l (Il 3 ) (1] =3 ) x

To assert the existence of unique strong solutions we use these formulas for f(x) =
(M + p(x)I)x and g(x) inside of a ball, centered at the origin and with radius 4
and outside of this ball we extend f and g as Lipschitz functions. For this SDE the
generator is
T
L:= 3 1a” .90, 83:] Zfl —., where a(x) := g(x)g(x)

4,j= i=1

T

By solving the continuous time Lyapunov equation J' P + P.J = —2I for the de-
terministic linearised system

x' = Jx with J= (‘i 11> = Df(0),
we get the Lyapunov function U(x) = |x||2. For our system this delivers with
X = (z,y):
U(x)

1 1\° 3\?
= 30l <|X| - 2) <X| - 2> (2 2+ 2y - 0+yz-0+y? 2)
(%l =Dz + y] - 22 + [-z + ([[x]| — 1)y]2y

G RN (RS M

= x> (2 — 2[[x|| - 62|x|* (nxn - ;) (IIX“ - 2)) '



16 H. BJORNSSON, S. HAFSTEIN, P. GIESL, E. SCALAS AND S. GUDMUNDSSON

RBF approximate v(x) (the Lyapunov-function)

1.5
1
0.5
i
0+ ANt
Bt a_,'_!i'!{-!!-.‘.’-’-"""

(A) The function v for system (5.2).
RBF derived Lv(x)

-2 2

(B) The function Lv for system (5.2), approximating —1072.

FIGURE 2. Non-local Lyapunov function for system (5.2) with 6 =
1. The non-local Lyapunov functions looks very similar to the one
computed in [3].

2 2
ho(r) = 2 — 2r — 622 <7‘—%> <7‘—g> .

Then LU(x) = —||x/|?h¢(]|x||) and routine calculations show that on the interval
[0,1/2] the function r — r?(r — 3)%(r — 2)? takes its largest value at r* = (4 —

Set
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V7)/6 = 0.22571 and that hg(r*) > 1.55 — 6.3 - 107362, so for any 0 < 6 < 15.56

the function U(x) = [|x]|? is a Lyapunov function for the system on By /5(0). It is
not difficult to verify that if 0 < 6 < 1, then U is a (local) Lyapunov function on
By.9(0).

Now we calculate the constants for K = {x € R? : Ry < ||x|| < Ry} with
Ry = 2. We have, see appendix, F' = Ro+/1+ (Ry — 1)2 = 2v/2, Fy = /12, Fy, = 2,
G = 26%, Gy = 3362, and G2 = 197.50%.

We used the Wendland function ¢sg with ¢ = 1, for the system (5.2) with
0 = 1. We choose p; = 0.4 and p» = 1.9 and use a 80 x 80 grid of collocation
points on [—2, 2] X [-2, 2] to calculate a non-local Lyapunov function, approximating
LV (x) = —1072, see Figure 2. With a; = 401.4572 and as = 5.8372 we obtain
the value Cp; = 4.3220 - 10'2. By evaluating LV on a relatively coarse 1000 x 1000
grid of points on [—2,2] x [—2,2], we estimated the maximum value of LV not to
exceed —0.005. Hence, we require a checking grid with A = 3.4013 - 1078 and thus
we need to evaluate LV at (1.1760 - 10%)% ~ 106 points. Our current software and
computer setup is not adequate to complete those calculations in a reasonable time
frame, but we note that the verification workload is perfectly parallel which can be
used to speed up the calculations. The necessary estimates for these computations
are included in the appendix for future reference.

Now similarly to Example 5.1, we have to determine constants 0 < § < 1 and
0 < A< a <1 (see Theorem 2.5), such that

U™ (Upax) Cv72([0,A]) and 9B =v"1(0) € U ([0, BUmax]),

where U(x) = ||x||? is the local Lyapunov function on By 5(0). We calculate a lower
estimate for the (1—3)-BOA, {x € R? : ||x|| < r1_g}, of the equilibrium by choosing

B1/2(0) = U=Y[0, Umax)), i-€. Unax = 1/4, and solving r_s(0) = U=([0, BUmax))-
Thus r1_g = @ Theorem 2.5 requires

v™1(0) € UTH([0, BUwmax])

which is equivalent to 0.4 < ri_g = /B2, i.e. 8 > 0.64. Now we need to find A
such that

U™ (Unax) € v ([0, N]).

We now fix § = 0.65, A\ = 0.005 and we are free to choose a > \. Corresponding
to our choice of a we have that the set v=1((0,a)) is a subset of the v-BOA by
Theorem 2.5 (with b = 0 and a = 0) with

(1-a)(1-5)
T—B1—N)

For a = 0.01 we have v=1([0,a]) U B &~ By g454(0) and v =~ 0.9809

For a = 0.09 we have v~1([0, a]) U B &~ By g39(0) and v = 0.90.

Let us compare these results to the local Lyapunov function: Here we obtain
By.0707(0) and By 1581(0) as lower estimates of the 0.98 and 0.90-BOAs. By com-
paring the estimates above we see a substantial increase.

Our results are comparable to the results in [3] in that we obtained similarly
sized v-BOA. However, our method includes a framework for rigorous verification
(numerical proof) that v is indeed a non-local Lyapunov function, although this
verification could not be performed at this point due to its huge computational
demand.
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Appendix A. Explicit formulas for meshless collocation. We calculate v(x),
Lv(x), and the collocation matrix A for the specific operator L given in (3.3). We
denote recursively ;1 1(r) = arwl( r)for i =0,1,...,5 and ¥g = ¢, where ¥ is a
certain Wendland functions that can be found below in Tables 1 and 2. Recall that

-1 = 11l
We have, see (3.5), that

N
o(x) = Zak[wmxxknxxxk,ﬂxk»
k=1
d

by 2 il — e~ x)ix %),

i,j=1

+0i1([[x = xi[])]

+ > anrtolllx — &l (A1)

k=1

The formula for Lv(x) is, abbreviating 8 = x — xy,

Lv(x)

N
Zak{ a([IBIN(B, f()) (B, f(xk)) — olIBIN(f (), f(xk))

k=1

3 ) G181 (8. £0)5:8, + vall1B1) 5 )

ij=1

(18I ()8; + 550218118, f<x>>}

d
£33 w0 — a8, SN, — vallB )

4,j=1

— a2 (18I fi(xx) 85 — Si592(11BI) (B, f(Xk))]

+ Z Z mrs ml] Xk) |:w4(||ﬂ||)/8’bﬁjﬁ7“/38

r,s=11,j=1

+7/}3(||ﬁ”)[5z]6rﬁs + 5irﬂjﬁs
+6isﬂjﬂr + 6jrﬁiﬂs + 6jsﬁiﬂr + 5r5/6iﬁj]

(18I B156re + 60rys + aisajr]} }

+Zaw{ U(l — xl)(Ex —x. F()
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d
5 3 i) walE — 1) (€ — (& — x);

ig=1
8 (1€ x)]}-

The formulas for the matrix elements are

di = vo(ll& — &ll)s
et = — (1€ — xk)(& — Xk, f(xx))

d
L a1 — D€ — 0~ ),

ij=1
+6i01 (1€ — =& )],

and, abbreviating 8 = x; — x,

b = —ua(IBINB. )8, £6x)) — Y8 Gaw), £ ()
d
3 3 mglo) [ aIB1B. S5} 88+ valll BN 00)5

+a([18I1).fi(xx) B + 845402 (11 BI1) (B, f(xk)ﬁ

d
LS () [ — (181 (B, F(x))BsB; — (181 F;(x0)By

ij=1

—2([1BI) fi(x1)B; = dsj1b2(11811)(B, f(Xz)>}

d d
% > mrs<x:c>mu<xl>[wmnwjm

r,s=114,j=1

+1/]3(||/8||)[61jﬁr55 + 62’7”6]’53 + 61‘563’67‘
+5jrﬁiﬂs + 5jsﬁi5r + 5r36i6j]

(B 05580s + 6ir 850 + @s(sﬁ]} .
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Appendix B. Two-dimensional example. In this section we give the details of

the estimates for F; and G; of the 2-dimensional example from Section 5.2.
With f(z1,22) = (Il = Dz + z5 we obtain
—z1 + ([[x]| = a2

F - <<||x|| S 1% 4 a2+ 2w (lx] - 1)

1/2
a2~ 2ea(xl] — 1) + 23] - 1)2)

= =Vl =12 + 1,

ofF (-1 (e
Oz, —1+ %12 —14 &2z |7

[E] [
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1T 1T
of UL T 1
xT xT xT b
Ox2 ey Il =1 E
Haf 2 2222 + ot 4+ 4220l + 42y 2xymo — 227 — 4o 49
Oy [Ix||? (bS]
2 o x7 4313
= mbdm s T
X

1 3
2 2
21 L) s (4_)+2
1( IIXII) ? x|
1 3
1— — 24— = 2
( Rz>+x2< R2)+

N
8
N

1 3
< Rimax(0,(1——),(4—- = 2,
< w0, (1-7). (1-7)) +
:vl(QIerBzg)
0*f _ R
dry ’
lI=I[®
5
o*f _ [ENIR
8xlax2 o 3:? ’
(B3R
@
0*f B
@ = R R and
2 x2(3‘a|r:1ﬁ|;23:2)
Hazf _ /ab + 9ztad + 122323 + 42§
O3 [k
\/4x(15 + 12:1:‘1%% + 121:%x% + 4:178
- (YK
Az + 23)3
= tT—*" =2,
[k

We now calculate the estimates for g(x) = 6r(r—0.5)(r—1.5)x, denoting ||x|| = .
For r € [0,2] we have

31
< 04-2. 2 =30.
Il < 0455 =30
Furthermore,
8g ZT; 2 3
= —4r 4 - —0. —1.5)e;
oz, 9{|x [37" r—|—4 x4+ r(r—0.5)(r 5)e;
Hence,
g 9 3
< —4r+ - —0. -1
Hafi < 9<3T T+4 r+|r(r—0.5)(r 5)|>
< 116

for r € [0, 2].
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Finally,
> g [ 3] ( z3 ! x?
— = 0|3 —dr+- X+ 2—rer | + 05 (6r — 4)x
ox? 4] \ [P [ %12
_ 3r2 — 4 +§ 3+ (6r? — dr)a?
= 3 r r 1 5 T T)T1| X
+26 <3r2 —dr + 3> ey,
4 ||l
0%g 2 3 2
H&U%' < 9max<3r 747’+Z |67 47”’)
+20 |3r* — 4r + i‘
< 2550 for r € [0, 2],

g [ 3] (—xm ) 1
— 2 = 9|3 —dr+= X+ et e
dx107> 4]\ [1x|]? x|l 1]

X1T2
e O
0
= — [37"2 + 4r — 3 + 672 — 47"} T1T2X
, 4
9 2 3
+; 3re —4r + 1 (x2€1 + x1€2), and
32g 3 3
- 013r2 =S| +01(3r2 —4r+ =
|l = ot =3 oot o
< 166.

Appendix C. Wendland functions. In this appendix we give the explicit for-
mulas of the Wendland functions ¢ge and ¢7¢ as well as the corresponding aux-
iliary functions ;, ¢ = 1,...,6. Furthermore, we give the relevant estimates for

Vi

,i = SUDPreg[0,00) |1/Jk(7“)|7°l
In particular, in Table 1 and Table 2, we give the formulas for the Wendland func-

tion o (r) = ¢s,6(cr) and o(r) = ¢76(cr), respectively, as well as ;, 1 =1,...,6.

In
qu

Table 3 we give the formulas for the expressions ¥x,; = sup,cp,o0) Py (r)rt, re-
ired for the estimates for the same Wendland functions ¢g ¢ and ¢7¢. Note that

x4 = max{z,0}.

1

2

(3
[4

5
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