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#### Abstract

We develop and study algorithms for computing Lyapunov functions using meshless collocation and Wendland functions. We present a software tool that generates a $\mathrm{C} / \mathrm{C}++$ library that implements Wendland functions of arbitrary order in a specified factorized form with advantageous numerical properties. Additionally, we describe the algorithm used by the tool to generate these Wendland functions. Our factorized form is more efficient and has higher numerical accuracy than previous implementations. We develop and implement optimal grid generation for the interpolation problem using the Wendland functions. Finally, we present software that calculates Lyapunov functions using these Wendland functions and the optimally generated grid. The software tool and library are available for download with examples of usage.
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## 1 Introduction

Interpolation and collocation using Radial Basis Functions (RBF), in particular compactly supported RBFs, have been the subject of numerous research activities in the past decades $[27,9,10,24,7,6,25,26]$. They are well suited as kernels of Reproducing Kernel Hilbert Spaces and their mathematical theory is mature. The authors and their collaborators have applied Wendland's compactly supported RBFs for computing Lyapunov functions for nonlinear systems, both deterministic $[11,12,14]$ and stochastic [5], where Lyapunov functions are a useful tool to analyse stability of these systems, cf. e.g. [18, 22, 23, 19, 20]. Various numerical methods have been used to find Lyapunov functions for the systems at hand $[14,16]$. Meshless collocation using RBFs is one such method and many different families of RBFs have been studied [25].

In the papers $[12-14,5]$ and the book [11] meshless collocation is used with Wendland functions, where the Wendland function family is defined in a recursive way and in order to determine the actual functions to use in a software implementation many calculations had to be done by hand. In [2] an algorithm

[^0]is proposed that determines the Wendland polynomials in expanded form, that is: for each pair of integers $l, k \geq 0$, it finds a list of numbers $a_{0}, a_{1}, \ldots a_{d}$ such that the Wendland function $\psi_{l, k}(r)=\sum_{i=0}^{d} a_{i} r^{i}$. However, it was shown in [3] that the evaluations of these polynomials in this form using typical schemes, such as Horner's scheme, can lead to significant numerical errors.

Having the Wendland functions in factorized form [3] is more efficient and numerically accurate, so we propose an alternate method to determine the functions in factorized form. For that purpose, we have created a software tool that generates a reusable software library in C/C++, which implements these Wendland polynomials in factorized form. A first version of this software library was presented in [4]. We have now extended it considerably and added more functionality, most notably efficient grid generation and algorithms to solve interpolation problems for generating Lyapunov functions for stochastic and deterministic dynamical systems.

## 2 Background

Meshless collocation with RBFs is a method that can be used to calculate Lyapunov functions for either stochastic or deterministic dynamical systems. In paper [5] meshless collocation was used to calculate Lyapunov functions for Stochastic Differential Equations (SDE); see e.g. [11,14] for a similar approach for deterministic systems.

The method revolves around solving a linear Partial Differential Equation (PDE). Let $\Omega \subset \mathbb{R}^{n}$ be a given domain and $\Gamma \subset \mathbb{R}^{n}$ its boundary. Then we want to solve the (PDE)

$$
\begin{cases}L V(\mathbf{x})=h(\mathbf{x}) & \mathbf{x} \in \Omega \\ V(\mathbf{x})=c(\mathbf{x}) & \mathbf{x} \in \Gamma\end{cases}
$$

where $L$ is a certain differential operator, and $h$ and $c$ are some appropriately chosen functions.

Using meshless collocation to solve the PDE above we choose points $X_{1}=$ $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\} \subset \Omega$ and $X_{2}=\left\{\xi_{1}, \ldots, \xi_{M}\right\} \subset \Gamma$, and solve the interpolation problem

$$
\begin{cases}L V\left(\mathbf{x}_{i}\right)=h\left(\mathbf{x}_{i}\right) & \text { for all } i=1, \ldots, N \\ V\left(\xi_{i}\right)=c\left(\xi_{i}\right) & \text { for all } i=1, \ldots, M\end{cases}
$$

The solution is then given in terms of a radial basis function $\psi$,

$$
\begin{equation*}
V(\mathbf{x})=\sum_{k=1}^{N} \alpha_{k}\left(\delta_{\mathbf{x}_{k}} \circ L\right)^{\mathbf{y}} \psi(\|\mathbf{x}-\mathbf{y}\|)+\sum_{k=1}^{M} \alpha_{N+k}\left(\delta_{\xi_{k}} \circ L^{0}\right)^{\mathbf{y}} \psi(\|\mathbf{x}-\mathbf{y}\|), \tag{1}
\end{equation*}
$$

where $L^{0}$ is the identity operator, $\delta_{\mathbf{y}} V(\cdot)=V(\mathbf{y})$ and superscript $\mathbf{y}$ denotes that the operator is applied with respect to the variable $\mathbf{y}$.

The constants $\alpha_{i}$ are determined as a solution to the linear system

$$
\begin{equation*}
A \alpha=\gamma \tag{2}
\end{equation*}
$$

where $A$, called the interpolation matrix, is the symmetric matrix

$$
A=\left[\begin{array}{cc}
B & C  \tag{3}\\
C^{T} & D
\end{array}\right]
$$

and the matrices $B=\left(b_{j k}\right)_{j, k=1, \ldots, N}, C=\left(c_{j k}\right)_{j=1, \ldots, N, k=1, \ldots, M}$ and $D=$ $\left(d_{j k}\right)_{j, k=1, \ldots, M}$ have elements:

$$
\begin{aligned}
b_{j k} & =\left(\delta_{\mathbf{x}_{j}} \circ L\right)^{\mathbf{x}}\left(\delta_{\mathbf{x}_{k}} \circ L\right)^{\mathbf{y}} \psi(\mathbf{x}-\mathbf{y}) \\
c_{j k} & =\left(\delta_{\mathbf{x}_{j}} \circ L\right)^{\mathbf{x}}\left(\delta_{\xi_{k}} \circ L^{0}\right)^{\mathbf{y}} \psi(\mathbf{x}-\mathbf{y}) \\
d_{j k} & =\left(\delta_{\xi_{j}} \circ L^{0}\right)^{\mathbf{x}}\left(\delta_{\xi_{k}} \circ L^{0}\right)^{\mathbf{y}} \psi(\mathbf{x}-\mathbf{y}) .
\end{aligned}
$$

The vector $\gamma$ has components given by

$$
\begin{aligned}
\gamma_{j} & =r\left(\mathbf{x}_{j}\right), \\
\gamma_{j+N} & =c\left(\xi_{j}\right),
\end{aligned} \quad 1 \leq j \leq N \leq M
$$

There are different choices for the radial basis function $\psi$. We want the interpolation matrix $A$ to be symmetric and positive definite and choosing $\psi$ to have compact support can make $A$ sparse. Under a few mild conditions the choice of $\psi$ as a Wendland function, i.e. a compactly supported radial basis function, ensures this [26].

This method works the same way for determining Lyapunov functions for both deterministic systems and SDEs, the difference is the choice of the differential operator $L$. For deterministic systems it is the orbital derivative, a first order differential operator, and for stochastic systems it is a second order differential operator.

To compute such a Lyapunov function a large number of evaluations of the function $\psi$ and its derivatives is necessary, see e.g. the examples given in equations (16) and (19). To verify the properties of a Lyapunov function for the function computed, even more evaluations are necessary. Therefore, it turned out to be essential that these evaluations could be carried out in an efficient and accurate way.

## 3 Wendland functions

The Wendland functions are compactly supported radial basis functions that are polynomials on their support, which makes computations with them simple. They are a family of functions depending on two parameters $l, k \in \mathbb{N}_{0}$ defined by the recursive relations:

$$
\begin{equation*}
\psi_{l, 0}(r)=\left[(1-r)_{+}\right]^{l} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{l, k+1}(r)=C_{l, k+1} \int_{r}^{1} t \psi_{l, k}(t) \mathrm{d} t \tag{5}
\end{equation*}
$$

where $(1-r)_{+}:=\max \{1-r, 0\}$ and $C_{l, k+1} \neq 0$ is a constant.
Therefore these functions also satisfy the relation

$$
\begin{equation*}
-C_{l, k+1} \psi_{l, k}(r)=\frac{\frac{d}{d r} \psi_{l, k+1}(r)}{r} \tag{6}
\end{equation*}
$$

For interpolation using a particular Wendland function as the base function, the value of the constant $C_{l, k+1} \neq 0$ is not of importance because the Wendland function appears linearly on both sides of a linear equation. Therefore, one can just fix values that are convenient for the problem at hand and we will do this in the following section. However, when solving collocation problems, we apply a differential operator, see equations (1) and (3), so we get terms involving both the original Wendland function and its derivatives. The derivative of a Wendland function can be written in terms of a lower order Wendland function, using equation (6), and when doing this it is necessary to keep track of the constants $C_{l, k+1}$ for the derivatives. It is only the constant for the base function that can be chosen arbitrarily. After the choice has been made, we must keep track of it through all calculations.

First, we choose a particular function $\psi_{l, k}$ and by abuse of notation we denote it by $\psi_{0}=\psi_{l, k}$. Then we define

$$
\begin{equation*}
\psi_{i}(r)=\frac{\frac{d}{d r} \psi_{i-1}(r)}{r} \quad \text { for } i=1,2, \ldots, k \tag{7}
\end{equation*}
$$

The function $\psi_{i}$ is then a specific Wendland function of order $l, k-i$.
Now the functions

$$
\begin{gather*}
\Phi_{l, 0}(r)=\left[(1-r)_{+}\right]^{l} \text { and }  \tag{8}\\
\Phi_{l, k}(r)=\int_{r}^{1} \Phi_{l, 0}(t) t\left(t^{2}-r^{2}\right)^{k-1} \mathrm{~d} t \text { for } k>0 \tag{9}
\end{gather*}
$$

also satisfy a relation of the form

$$
-2(k-1) \Phi_{l, k}(r)=\frac{\frac{d}{d r} \Phi_{l, k+1}(r)}{r}
$$

for all integers $k, l \geq 0$, i.e. a relation identical to equation (6) with $C_{l, k+1}=$ $2(k-1)$. Just note that

$$
\frac{d}{d r} \int_{r}^{1} \Phi_{l, 0}(t) t\left(t^{2}-r^{2}\right)^{k-1} \mathrm{~d} t=-2 r(k-1) \int_{r}^{1} \Phi_{l, 0}(t) t\left(t^{2}-r^{2}\right)^{k-2} \mathrm{~d} t
$$

Therefore equation (9) delivers an alternative way to define the Wendland functions, see [26]. Note that [26] uses a different numbering scheme of the functions than we do in this paper.

The Wendland functions have several important properties, cf. e.g. [11, Prop. 3.10]:

1) $\psi_{l, k}(r)$ is a polynomial of degree $l+2 k$ for $r \in[0,1]$ and $\operatorname{supp}\left(\psi_{l, k}\right)=[0,1]$.
2) The radial function $\Psi(\mathbf{x}):=\psi_{l, k}(\|\mathbf{x}\|)$ is $C^{2 k}$ at 0 .
3) $\psi_{l, k}$ is $C^{k+l-1}$ at 1 .

Frequently we fix the parameter $l:=\left\lfloor\frac{n}{2}\right\rfloor+k+1$, where $n$ is the spacial dimension we are working in, and a constant $c>0$ to fix the support. By the properties stated above, the radial function $\Psi(\mathbf{x}):=\psi_{l, k}(c\|\mathbf{x}\|)$ is then a $C^{2 k}$ function with $\operatorname{supp}(\Psi)=\mathcal{B}^{d}\left(0, c^{-1}\right) \subset \mathbb{R}^{n}$, where $\mathcal{B}^{n}\left(0, c^{-1}\right)$ is the closed $n$ dimensional ball around the origin with radius $c^{-1}$.

## 4 Computing formulas for Wendland functions

In this section we introduce a method to generate Wendland functions of arbitrary degree. As a first step we discuss polynomial representations in software.

### 4.1 Polynomials Representation

We represent $d$-degree polynomials $\sum_{i=0}^{d} a_{i} t^{i}$ as a list of coefficients $\left(a_{0}, a_{1}, \ldots, a_{d}\right)$. Our implementation uses Python with List objects. Addition and multiplication of polynomials of this form are easily implemented as:

$$
\sum_{i=0}^{d_{1}} a_{i} t^{i}+\sum_{j=0}^{d_{2}} b_{j} t^{j}=\sum_{i=0}^{\max \left\{d_{1}, d_{2}\right\}}\left(a_{i}+b_{i}\right) t^{i}
$$

where $a_{i}=0$ for $i>d_{1}$ and $b_{j}=0$ for $j>d_{2}$. Multiplication is given by

$$
\left(\sum_{i=0}^{d_{1}} a_{i} t^{i}\right)\left(\sum_{j=0}^{d_{2}} b_{j} t^{j}\right)=\sum_{i=0}^{d_{1}+d_{2}} c_{i} t^{i}
$$

where

$$
c_{i}=\sum_{k+j=i} a_{k} b_{j}
$$

An anti derivative of a polynomial is given by

$$
\left(a_{0}, a_{1}, a_{2}, \ldots, a_{d}\right) \mapsto\left(0, a_{0}, \frac{a_{1}}{2}, \frac{a_{2}}{3}, \ldots, \frac{a_{d}}{d+1}\right)
$$

corresponding to

$$
\int \sum_{i=0}^{d} a_{i} t^{i} d t=\sum_{i=0}^{d} \frac{a_{i}}{i+1} t^{i+1}
$$

and differentiation by

$$
\left(a_{0}, a_{1}, \ldots, a_{d}\right) \mapsto\left(a_{1}, 2 a_{2}, 3 a_{3}, \ldots, d a_{d}\right)
$$

In order to maximise exact calculations up to computer limitations, we store the coefficients as tuples of Integers, numerator and denominator, avoiding the floating point approximation. Specifically, we used the Rational class provided in Python. Polynomials in two variables can be represented as a polynomial in one of the variables, where each coefficient is a polynomial in the second variable, and each of those coefficients is a rational number. This gives us then a list of lists.

### 4.2 The Method

To calculate a polynomial representing the Wendland function $\psi_{l, k}$ on the interval $[0,1]$ we start by fixing the derivative

$$
p^{\prime}(t)=(1-t)^{l} t\left(t^{2}-r^{2}\right)^{k-1}
$$

see (9). This function is a polynomial in two variables, which we represent as a polynomial in $t$ where each coefficient is a polynomial in $r$. Following equation (9), we integrate this function with respect to $t$, and we obtain a new polynomial $p(t)$ in $t$, again with coefficients that are polynomials in $r$. We evaluate the polynomial $p$ at $t=1$ and at $t=r$, which in both cases result in a polynomial in $r$, and we obtain the polynomial $\psi(r)=p(1)-p(r)$. Note that $\psi(r)$ is a representative of a Wendland function of order $l, k$, that is $\psi(r)=C_{1} \psi_{l, k}(r)$ for some constant $C_{1} \neq 0$.

We factor the polynomial $\psi$, using long division, into the form

$$
\begin{equation*}
\psi(r)=C_{2}(1-r)^{l+k} p_{l, k}(r) \tag{10}
\end{equation*}
$$

such that $p_{l, k}(r)$ is a polynomial with co-prime integer coefficients. This is possible since $\psi_{l, 0}$ has a zero of order $l$ at 1 , and by using the recursive relation in equation (5), we see that $\psi_{l, k}$ has a zero of order $l+k$ at 1 . The Wendland function $\psi_{l, k}$ is only defined up to a multiplication by a non-zero constant, therefore we are free to ignore the constant $C_{2}$ and use $\psi(r)=(1-r)^{l+k} p_{l, k}(r)$, a polynomial with integer coefficients, as a starting point for our recursion.

Using the relation in (6) and discarding the constant $C_{l, k}$, we see that

$$
\begin{align*}
\psi_{l, k-1}(r) & =\frac{\frac{d}{d r}\left[(1-r)^{l+k} p_{l, k}(r)\right]}{r}  \tag{11}\\
& =\frac{1}{r}(1-r)^{l+k-1}\left((1-r) p_{l, k}^{\prime}(r)-(l+k) p_{l, k}(r)\right)
\end{align*}
$$

Writing the function $\psi_{l, k-1}$, as $\psi_{l, k-1}(r)=(1-r)^{l+k-1} p_{l, k-1}(r)$, then we see

$$
\begin{align*}
p_{l, k-1}(r) & :=\frac{\psi_{l, k-1}(r)}{(1-r)^{l+k-1}}  \tag{12}\\
& =\frac{1}{r}\left[(1-r) p_{l, k}^{\prime}(r)-(l+k) p_{l, k}(r)\right] .
\end{align*}
$$

We know that $\psi_{l, k-1}$ is a polynomial, since it is a Wendland function of order $l, k$, therefore $\frac{d}{d r}\left[(1-r)^{l+k} p_{l, k}(r)\right]$ must by divisible by the monomial $r$. Since $(1-r)^{l+k-1}$ is not divisible by $r$, the right-hand side of (12) must be a polynomial in $r$. Therefore $p_{l, k-1}$ is a well defined polynomial.

By pulling out the common factor $b_{k-1} \in \mathbb{Z}$ of the coefficients in $p_{l, k-1}$ we obtain a new polynomial $\hat{p}_{l, k-1}$ and a constant $b_{k-1}$ such that

$$
p_{l, k-1}=b_{k-1} \hat{p}_{l, k-1} .
$$

Repeating this step, until we arrive at $p_{l, 0}$, we get a collection of polynomials in the form

$$
\begin{equation*}
\psi_{i}(r)=b_{1} \cdots b_{i}(1-r)^{l+k-i} \hat{p}_{l, k-i}(r), i=1,2, \ldots, k \tag{13}
\end{equation*}
$$

where each of the polynomials $\hat{p}_{l, k-i}(r)$ has co-prime integer coefficients and each of the constants $b_{i}$ is a negative integer.

The above list follows the notation in [11], where $\psi_{0}$ is the polynomial given in (10) and is equal to the Wendland function $\psi_{l, k}$, and $\psi_{1}, \ldots, \psi_{i}$ are the Wendland functions given by $\psi_{l, k-1}, \ldots, \psi_{l, k-i}$ respectively, see equation (5). It is important to keep track of the constants $b_{1}, \ldots, b_{i}$ in (13) as they are necessary for correct evaluation of formula (1).

### 4.3 Example

We will now demonstrate how the above method determines the Wendland function $\psi_{l, k}$ for $l=6$ and $k=4$. Here we start with the function $p^{\prime}(t)=$ $(1-t)^{6} t\left(t^{2}-r^{2}\right)^{3}$ and we obtain

$$
\begin{aligned}
\psi(r)= & \int_{r}^{1}(1-t)^{6} t\left(t^{2}-r^{2}\right)^{3} d t \\
= & \frac{1}{280} r^{14}-\frac{32}{1001} r^{13}+\frac{1}{8} r^{12}-\frac{64}{231} r^{11} \\
& +\frac{3}{8} r^{10}-\frac{32}{105} r^{9}+\frac{1}{8} r^{8}-\frac{1}{56} r^{6} \\
& +\frac{1}{280} r^{4}-\frac{1}{1848} r^{2}+\frac{1}{24024} \\
= & \frac{1}{120120}(1-r)^{10}\left(429 r^{4}+450 r^{3}+210 r^{2}+50 r+1\right)
\end{aligned}
$$

We set $\psi_{0}(r)=(1-r)^{10}\left(429 r^{4}+450 r^{3}+210 r^{2}+50 r+1\right)$. For $r \in[0,1]$ we have the formulas (recall that $\psi_{l, k}(r)=0$ if $\left.r \notin[0,1]\right)$ :

$$
\begin{aligned}
\psi_{6,4}(r) & =\psi_{0}(r) \\
& =(1-r)^{10}\left(429 r^{4}+450 r^{3}+210 r^{2}+50 r+1\right) \\
\psi_{6,3}(r) & =\psi_{1}(r)=\frac{\frac{d}{d r} \psi_{0}(r)}{r} \\
& =-26(1-r)^{9}\left(231 r^{3}+159 r^{2}+45 r+5\right) \\
\psi_{6,2}(r) & =\psi_{2}(r)=\frac{\frac{d}{d r} \psi_{1}(r)}{r} \\
& =3,432(1-r)^{8}\left(21 r^{2}+8 r+1\right) \\
\psi_{5,1}(r) & =\psi_{3}(r)=\frac{\frac{d}{d r} \psi_{2}(r)}{r} \\
& =-102,960(1-r)^{7}(7 r+1) \\
\psi_{5,0}(r) & =\psi_{4}(r)=\frac{\frac{d}{d r} \psi_{3}(r)}{r} \\
& =5,765,770(1-r)^{6}
\end{aligned}
$$

Note that we have actually computed a lot more useful information than just a family of Wendland functions $\psi_{5, i}, i=0,1,2,3,4$. In our algorithm, for a fixed $l, k$, we have

$$
\begin{aligned}
\psi_{l, k-j} & =\psi_{j}(r)=\frac{\frac{d}{d r} \psi_{j-1}(r)}{r} \\
& =\frac{\frac{d}{d r} \psi_{l, k-j+1}(r)}{r}, \quad \text { for } j=1, \ldots, k
\end{aligned}
$$

and we have thus delivered all the radial basis functions needed for a collocation problem. This corresponds to computing a whole table as in [11, Table 3.1], but for a collocation problem with arbitrary high derivatives. The software tool, discussed in Section 6, also includes the constant $c>0$ in the computations, which is used to fix the support of the Wendland functions.

## 5 Meshless collocation using Wendland functions

The method of meshless collocation can be used to calculate Lyapunov functions for both deterministic dynamical systems and stochastic dynamical systems. We just choose the operator $L$ and the boundary values appropriately. The next two sections show some of the explicit formulas involved. We also talk about the optimal grid for the interpolation problem, and some aspects of solving the resulting linear systems using software.

### 5.1 Deterministic systems

Consider an autonomous deterministic system, that is a dynamical system of the form

$$
\mathbf{x}^{\prime}(t)=f(\mathbf{x})
$$

with $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, for which the origin is an asymptotically stable equilibrium. We can generate a Lyapunov function, $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$, for this system by solving the interpolation problem (2) with the differential operator $L$ being given by

$$
L V(\mathbf{x})=\langle\nabla V(\mathbf{x}), f(\mathbf{x})\rangle
$$

setting the boundary $\Gamma=\emptyset$ and choosing the function $h$ appropriately. Setting the radial basis function $\psi$ to be the Wendland function $\psi_{0}(r)=\psi_{l, k}(r)$ for some constants $l, k$, and then fixing $\psi_{1}$ and $\psi_{2}$ according to equation (7), the matrix obtained in equation (3) is given by elements of the form (see [11]):

$$
\begin{align*}
b_{k l}= & \psi_{2}\left(\left\|\mathbf{x}_{k}-\mathbf{x}_{l}\right\|\right)\left\langle\mathbf{x}_{k}-\mathbf{x}_{l}, f\left(\mathbf{x}_{k}\right)\right\rangle\left\langle\mathbf{x}_{l}-\mathbf{x}_{k}, f\left(\mathbf{x}_{l}\right)\right\rangle \\
& -\psi_{1}\left(\left\|\mathbf{x}_{k}-\mathbf{x}_{l}\right\|\right)\left\langle f\left(\mathbf{x}_{k}\right), f\left(\mathbf{x}_{l}\right)\right\rangle . \tag{14}
\end{align*}
$$

The components of the vector $\gamma$ are given by

$$
\begin{equation*}
\gamma_{j}=r\left(\mathbf{x}_{j}\right) \tag{15}
\end{equation*}
$$

Then the solution to the interpolation problem has the formula, see equation (1),

$$
\begin{equation*}
V(\mathbf{x})=\sum_{k=1}^{N} \alpha_{k} \psi_{1}\left(\left\|\mathbf{x}-\mathbf{x}_{k}\right\|\right)\left\langle\mathbf{x}_{k}-\mathbf{x}, f\left(\mathbf{x}_{k}\right)\right\rangle \tag{16}
\end{equation*}
$$

where $\alpha$ is the solution of

$$
A \alpha=\gamma
$$

and $\psi_{0}$ and $\psi_{1}$ are given by equation (7).

### 5.2 Stochastic Systems

For SDEs of the form

$$
\begin{equation*}
d \mathbf{x}(t)=f(\mathbf{x}(t)) d t+g(\mathbf{x}(t)) d W(t) \tag{17}
\end{equation*}
$$

$f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times Q}$, we consider the operator $L$ given by the associated generator of the SDE :

$$
\begin{align*}
L V(\mathbf{x}) & :=\nabla V(\mathbf{x}) \cdot f(\mathbf{x})+\frac{1}{2} \sum_{i, j=1}^{d}\left[g(\mathbf{x}) g(\mathbf{x})^{\top}\right] \frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}(\mathbf{x}) \\
& =\nabla V(\mathbf{x}) \cdot f(\mathbf{x})+\frac{1}{2} \sum_{i, j}^{d} m_{i j}(\mathbf{x}) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} V(\mathbf{x}) . \tag{18}
\end{align*}
$$

Here $\left(m_{i j}(\mathbf{x})\right)_{i, j=1, \ldots, d}=g(\mathbf{x}) g(\mathbf{x})^{\top}$, that is $m_{i j}(\mathbf{x})=\sum_{q=1}^{Q} g_{i q}(\mathbf{x}) g_{j q}(\mathbf{x})$. We choose a Wendland function $\psi_{0}=\psi_{l, k}$, for some constants $l, k$, and set $\psi(\mathbf{x})=$ $\psi_{0}(\|\mathbf{x}\|)$. We define $\psi_{i}$ according to equation (7) for $i=\{1,2,3,4\}$ and we get that the solution to the interpolation problem is given by, see equation (1),

$$
\begin{align*}
V(\mathbf{x})= & \sum_{k=1}^{N} \alpha_{k}\left[-\psi_{1}\left(\left\|\mathbf{x}-\mathbf{x}_{k}\right\|\right)\left\langle\mathbf{x}-\mathbf{x}_{k}, f\left(\mathbf{x}_{k}\right)\right\rangle\right. \\
& \left.+\frac{1}{2} \sum_{i, j}^{d} m_{i j}\left(\mathbf{x}_{k}\right)\left[\psi_{2}\left(\left\|\mathbf{x}-\mathbf{x}_{k}\right\|\right)\left(\mathbf{x}-\mathbf{x}_{k}\right)_{i}\left(\mathbf{x}-\mathbf{x}_{k}\right)_{j}+\delta_{i, j} \psi_{1}\left(\left\|\mathbf{x}-\mathbf{x}_{k}\right\|\right)\right]\right] \\
& +\sum_{k=1}^{M} \alpha_{N+k} \psi_{0}\left(\left\|\mathbf{x}-\xi_{k}\right\|\right) . \tag{19}
\end{align*}
$$

In this formula the vector $\alpha$ is the solution to the linear system in equation (2). The formulas for the matrix elements are

$$
\begin{align*}
d_{k l}=\psi_{0} & \left(\left\|\xi_{k}-\xi_{l}\right\|\right) \\
c_{k l}=- & \psi_{1}\left(\left\|\xi_{l}-\mathbf{x}_{k}\right\|\right)\left\langle\xi_{l}-\mathbf{x}_{k}, f\left(\mathbf{x}_{k}\right)\right\rangle \\
& +\frac{1}{2} \sum_{i, j=1}^{d} m_{i j}\left(\mathbf{x}_{k}\right)\left[\psi_{2}\left(\left\|\xi_{l}-\mathbf{x}_{k}\right\|\right)\left(\xi_{l}-\mathbf{x}_{k}\right)_{i}\left(\xi_{l}-\mathbf{x}_{k}\right)_{j}\right. \\
& \left.+\delta_{i j} \psi_{1}\left(\left\|\xi_{l}-\mathbf{x}_{k}\right\|\right)\right] \tag{20}
\end{align*}
$$

and, abbreviating $\beta=\mathbf{x}-\mathbf{x}_{k}$,

$$
\begin{align*}
& b_{k l}=-\psi_{2}(\|\beta\|)\left\langle\beta, f\left(\mathbf{x}_{k}\right)\right\rangle\left\langle\beta, f\left(\mathbf{x}_{l}\right)\right\rangle-\psi_{1}(\|\beta\|)\left\langle f\left(\mathbf{x}_{k}\right), f\left(\mathbf{x}_{l}\right)\right\rangle \\
&+ \frac{1}{2} \sum_{i, j=1}^{d} m_{i j}\left(\mathbf{x}_{l}\right)\left[\psi_{3}(\|\beta\|)\left\langle\beta, f\left(\mathbf{x}_{k}\right)\right\rangle \beta_{i} \beta_{j}+\psi_{2}(\|\beta\|) f_{j}\left(\mathbf{x}_{k}\right) \beta_{i}\right. \\
&\left.+\psi_{2}(\|\beta\|) f_{i}\left(\mathbf{x}_{k}\right) \beta_{j}+\delta_{i j} \psi_{2}(\|\beta\|)\left\langle\beta, f\left(\mathbf{x}_{k}\right)\right\rangle\right] \\
&+ \frac{1}{2} \sum_{i, j=1}^{d} m_{i j}\left(\mathbf{x}_{k}\right)\left[-\psi_{3}(\|\beta\|)\left\langle\beta, f\left(\mathbf{x}_{l}\right)\right\rangle \beta_{i} \beta_{j}-\psi_{2}(\|\beta\|) f_{j}\left(\mathbf{x}_{l}\right) \beta_{i}\right. \\
&\left.-\psi_{2}(\|\beta\|) f_{i}\left(\mathbf{x}_{l}\right) \beta_{j}-\delta_{i j} \psi_{2}(\|\beta\|)\left\langle\beta, f\left(\mathbf{x}_{l}\right)\right\rangle\right] \\
&+\frac{1}{4} \sum_{r, s=1}^{d} \sum_{i, j=1}^{d} m_{r s}\left(\mathbf{x}_{k}\right) m_{i j}\left(\mathbf{x}_{l}\right)\left[\psi_{4}(\|\beta\|) \beta_{i} \beta_{j} \beta_{r} \beta_{s}\right. \\
&+\psi_{3}(\|\beta\|)\left[\delta_{i j} \beta_{r} \beta_{s}+\delta_{i r} \beta_{j} \beta_{s}+\delta_{i s} \beta_{j} \beta_{r}\right. \\
&\left.\quad+\delta_{j r} \beta_{i} \beta_{s}+\delta_{j s} \beta_{i} \beta_{r}+\delta_{r s} \beta_{i} \beta_{j}\right]
\end{align*}
$$

### 5.3 Generating the grid

The optimal grid in $\Omega \subset \mathbb{R}^{n}$ for the interpolation problem (2) was studied in [17]. The grid that delivers the smallest fill-distance, the parameter which determines the accuracy of the solution, is defined using the basis vectors $w_{1}, w_{2}, \ldots, w_{n} \in$ $\mathbb{R}^{n}$, where (the $e_{i} \mathrm{~s}$ denote the usual orthonormal basis in $\mathbb{R}^{n}$ )

$$
w_{k}=\sum_{j=1}^{k-1} \epsilon_{j} e_{j}+(k+1) \epsilon_{k} e_{k} \quad \text { and } \quad \epsilon_{k}=\frac{1}{\sqrt{2 k(k+1)}}
$$

The grid-points $G_{\alpha, z}=\left\{g_{\mathbf{i}}: \mathbf{i} \in \mathbb{Z}^{n}\right\} \subset \mathbb{R}^{n}$ with fill=distance parameter $\alpha>0$ and offset $z \in \mathbb{R}^{n}$ are then given by

$$
g_{\mathbf{i}}:=z+\alpha \sum_{k=1}^{n} i_{k} w_{k}, \quad \mathbf{i}=\left(i_{1}, i_{2}, \ldots, i_{n}\right) \in \mathbb{Z}^{n}
$$

Given two vectors $a, b \in \mathbb{R}^{n}$ such that $a_{i}<b_{i}$ for $i=1,2, \ldots, n$, we want to compute the coordinates of the grid-points $g_{\mathbf{i}} \in G_{\alpha, z}$ that are in the cube

$$
C_{a, b}:=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \cdots \times\left[a_{n}, b_{n}\right]
$$

By observing that $w_{n}$ is the only basis vector with a nonzero entry in its last component, $w_{n-1}$ and $w_{n}$ are the only basis vectors with nonzero entries in their second to last component, etc., these can be computed efficiently in a recursive manner. Let us illustrate this with $n=3$, the general strategy can be read from the code below.

Given the offset vector $z=\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{R}^{3}$ and $a_{3}<b_{3}$, we see that only those $\mathbf{i}=\left(i_{1}, i_{2}, i_{3}\right) \in \mathbb{Z}^{3}$ with $i_{3}$ fulfilling

$$
a_{3} \leq z_{3}+i_{3} \cdot \alpha \cdot(3+1) \frac{1}{\sqrt{2 \cdot 3 \cdot(3+1)}}=z_{3}+i_{3} \cdot \alpha \sqrt{\frac{3+1}{2 \cdot 3}} \leq b_{3}
$$

i.e.

$$
\begin{equation*}
\left\lceil\frac{a_{3}-z_{3}}{\alpha} \sqrt{\frac{2 \cdot 3}{3+1}}\right\rceil \leq i_{3} \leq\left\lfloor\frac{b_{3}-z_{3}}{\alpha} \sqrt{\frac{2 \cdot 3}{3+1}}\right\rfloor \tag{22}
\end{equation*}
$$

have to be considered, because all other choices of $i_{3}$ deliver an entry in the third component that is not in the interval $\left[a_{3}, b_{3}\right]$. For each $i_{3}$ fulfilling this inequality, let us denote it $i_{3}^{*}$, we can generate appropriate $i_{2}$ components by observing that $g_{\mathbf{i}}$ with $\mathbf{i}=\left(0,0, i_{3}^{*}\right)$ has the entry

$$
z_{2}^{*}:=z_{2}+\alpha \cdot i_{3}^{*} \cdot \epsilon_{2}=z_{2}+\alpha \cdot i_{3}^{*} \cdot \frac{1}{\sqrt{2 \cdot 2 \cdot(2+1)}}
$$

in its second component. The appropriate $i_{2}$ s for $i_{3}^{*}$ are thus given by considering the formula for $w_{2}$ and are easily seen to fulfill

$$
a_{2} \leq z_{2}^{*}+\alpha \cdot i_{2} \cdot(2+1) \epsilon_{2}=z_{2}+\alpha \cdot i_{3}^{*} \cdot \epsilon_{2}+\alpha \cdot i_{2} \cdot(2+1) \epsilon_{2} \leq b_{2}
$$

which can be written similarly to before as

$$
\begin{equation*}
\left\lceil\frac{a_{2}-z_{2}^{*}}{\alpha} \sqrt{\frac{2 \cdot 2}{2+1}}\right\rceil \leq i_{2} \leq\left\lfloor\frac{b_{2}-z_{2}^{*}}{\alpha} \sqrt{\frac{2 \cdot 2}{2+1}}\right\rfloor \tag{23}
\end{equation*}
$$

Now, having fixed an $i_{3}^{*}$ fulfilling (22) and subsequently an $i_{2}^{*}$ for this $i_{3}^{*}$ fulfilling (23), we can in a similar manner compute appropriate $i_{1}$ s. The vector $g_{\mathbf{i}}$ with $\mathbf{i}=\left(0, i_{2}^{*}, i_{3}^{*}\right)$ has the entry

$$
z_{1}^{*}:=z_{1}+\alpha \cdot\left(i_{2}^{*} \epsilon_{1}+i_{3}^{*} \epsilon_{1}\right)=z_{1}+\alpha \cdot\left(i_{2}^{*}+i_{3}^{*}\right) \cdot \frac{1}{\sqrt{2 \cdot 1 \cdot(1+1)}}
$$

in its first component. Similarly to before the appropriate $i_{1} \mathrm{~s}$ in $\left(i_{1}, i_{2}^{*}, i_{3}^{*}\right)$ are read from an inequality:
$a_{1} \leq z_{1}^{*}+\alpha \cdot i_{1} \cdot(1+1) \epsilon_{1}=z_{1}+\alpha \cdot\left(i_{2}^{*}+i_{3}^{*}\right) \cdot \frac{1}{\sqrt{2 \cdot 1 \cdot(1+1)}}+\alpha \cdot i_{1} \cdot(1+1) \epsilon_{1} \leq b_{1}$
or

$$
\left\lceil\frac{a_{1}-z_{1}^{*}}{\alpha} \sqrt{\frac{2 \cdot 1}{1+1}}\right\rceil \leq i_{1} \leq\left\lfloor\frac{b_{1}-z_{1}^{*}}{\alpha} \sqrt{\frac{2 \cdot 1}{1+1}}\right\rfloor
$$

This recursive procedure computes all grid vectors $g_{\mathbf{i}} \in G_{\alpha, z}$ in the cube $C_{a, b}$ and is implemented in $\mathrm{C}++$ using the Armadillo library [21] is given in Listing 1.1.

Listing 1.1. Code in $\mathrm{C}++$ that generates the optimal grid

```
list<arma::vec> HexaGridnew(arma::vec a, arma::vec b, ...
    double c, int N) {
    a = a(span(0, N - 1));
    b = b(span(0, N - 1));
    double tol = 1e-10; // add a small tolerance to the cube
    a -= tol*ones<vec>(N);
    b += tol*ones<vec>(N);
    list<vec> Ret;
    unsigned int i, k;
    vec e(N, fill::zeros);
    for (k = 1; k <= N; k++) {
        e(k - 1) = sqrt(1.0 / (2.0*k*(k + 1)));
    }
    vector<vec> w(N);
    for (i = 1; i <= N; i++) {
        vec v(N, fill::zeros);
        for (int k = 1; k < i; k++) {
            v(k - 1) = e(k - 1);
        }
        v(i - 1) = (i + 1)*e(i - 1);
```

```
21 w[i - 1] = v;
22 }
23
24
25
function<void(int, vec)> ML = [&](int r, vec x) {
    for (int i = int(ceil((a(r) - x(r)) / (c*(r + ...
        2)*e(r)))); i <= int(floor((b(r) - x(r)) / ...
            (c*(r + 2)*e(r)))); i++) {
            if (r == 0) {
                Ret.push_back(x+i*c*w[r]);
            }
            else {
            ML(r - 1, x + i*c*w[r]);
        }
    }
};
ML (N - 1, 0.5*C*W[N-1]);
return Ret;
}
```


### 5.4 Solving the linear system

The linear system of equations that we obtain when solving the interpolation problem is defined by a symmetric and positive definite matrix $A$, see equation (3). LAPACK [1] has specific methods for solving these types of equations, that use the Cholesky decomposition of the matrix $A=U^{\top} U$, where $U$ is upper triangular with positive diagonal entries. The function DPOSV overwrites the contents of the matrix $A$ with the Cholesky decomposition $U$ and solves the system $A \alpha=\gamma$. The acronym is understood in the following way, D stands for Double, PO stands for Symmetric or Hermitian positive definite and SV stands for solve. This has much better numerical properties than solving the system with e.g. LU-decomposition.

It is also possible to store the matrix $A$ in packed format, that is, since $A$ is a symmetric matrix, we can store just the upper triangular part of it. This saves a considerable amount of memory. LAPACK has functions for computing the Cholesky decomposition of the matrix $A$ in packed format. The function DPPTRF calculates the Cholesky decomposition of $A$ in packed format, overwriting the contents of matrix $A$, and the function DPPTRS solves then the system $A \alpha=\gamma$ using the Cholesky factor computed by DPPTRF. Here the letters PP stand for Symmetric or Hermitian positive definite in packed storage, TRF means factorize to a product of triangular matrices, and TRS stands for solving the factorized system using forward or backwards substitution.

For ease of usage we have implemented functions that calculate the interpolation matrices described before, i.e. equations (3),(14),(20) and (21), for both stochastic and deterministic dynamical systems. These are available in the software repository.

## 6 Software library

We have implemented the algorithm described in Section 4.2 in a software tool ${ }^{1}$ that generates $\mathrm{C} / \mathrm{C}++$ code versions of the Wendland functions in factorized form. In a previous work [3], we determined that the most efficient and accurate way to evaluate these Wendland functions was to use this factorized form. Evaluating these polynomials in fully expanded format using Horner's scheme [8], can lead to very large numerical errors as shown in [3]. We give a brief summary of these results in a later section and in Table 1. Below in Listing 1.2 is a part of the library generated by our tool, which shows the family of Wendland functions obtained when starting with $\Psi_{0}(\mathbf{x})=\psi_{5,4}(c\|\mathbf{x}\|)$, where $c>0$ is the constant that controls the support of the radial function $\Psi$.

Listing 1.2. Generated code for the $\psi_{6,4}$ family

```
double _-wendlandpsi_6_4_0(double x, double c) {
    double t=__ipow((1.0-x),10);
    t=1.0*t*(((()429)*x + 450)*x + 210)*x + 50)*x + 5);
    return t;
}
double --wendlandpsi_6_4_1(double x, double c){
    double t=__ipow((1.0-x),9);
    t=-26.0*t*_-ipow(c,2)*((((231)*x + 159)*x + 45)*x + 5);
    return t;
}
double --wendlandpsi_6_4_2(double x, double c){
    double t=__ipow((1.0-x),8);
    t=3432.0*t*_-ipow (c,4)*(((21)*x + 8)*x + 1);
    return t;
}
double _-wendlandpsi_6_4_3(double x, double c){
    double t=__ipow((1.0-x),7);
    t=-102960.0*t*__ipow(c,6)*((7)*x + 1);
    return t;
}
double _-wendlandpsi_6_4_4(double x, double c){
    double t=__ipow((1.0-x),6);
    t=5765760.0*t*__ipow(c,8)*(1);
    return t;
}
```

Note that _-wendlandpsi_6_4_j corresponds to $\psi_{j}$ in the example, but with $x=c r$ as argument.

When starting with $\Psi_{0}(x)=\psi_{6,3}(c\|x\|)$ instead, the relevant definitions are given in Listing 1.3.

[^1]Listing 1.3. Generated code for the $\psi_{6,3}$ family

```
double _-wendlandpsi_6_3_0(double x, double c){
    double t=__ipow((1.0-x),9);
    t=1.0*t*((((231)*x + 159)*x + 45)*x + 5);
    return t;
}
double _-wendlandpsi_6_3_1(double x, double c){
    double t=__ipow((1.0-x),8);
    t=-132.0*t*__ipow(c,2)*(((21)*x + 8)*x + 1);
    return t;
}
double --wendlandpsi_6_3_2(double x, double c){
    double t=__ipow((1.0-x),7);
    t=3960.0*t*__ipow(c,4)*((7)*x + 1);
    return t;
}
double _-wendlandpsi_6_3_3(double x, double c){
    double t=__ipow((1.0-x),6);
    t=-221760.0*t*_-ipow(c, 6)*(1);
    return t;
}
```

Note that the polynomials _-wendlandpsi_6_3_1 and __wendlandpsi_6_4_2 differ only by a multiplication of a constant and a power of $c$, and both polynomials are a representative of the Wendland function $\psi_{6,2}$.

The function __ipow ( $\mathrm{x}, \mathrm{i}$ ) evaluates $x^{i}$ where $x$ is a double and $i$ is a positive integer. We have "flattened" the functions __wendlandpsi_x_y_z in the sense that their domain is $[0,1]$. They require the user to pre-multiply the $x$ value with the chosen RBF-constant $c>0$, that is for $\Psi(\mathbf{x})=\psi_{l, k}(c\|\mathbf{x}\|)$, the user needs to pass in the value $c\|\mathbf{x}\|$ and $c$ after ensuring that $c\|\mathbf{x}\| \in[0,1]$. A possible implementation using the Armadillo library [21] can be see in listing 1.4.

Listing 1.4. Example usage

```
double psi3(const arma::vec &x, double c) {
    double cx=c*arma::norm(x,2);
    return ( cx < 1.0 ) ? __wendlandpsi_6_4_3(cx,c) : 0.0;
}
```

The tool is a simple Python script named wendlandfunctions.py. When the script is run it outputs text for code- and header-files, which contain the Wendland function definitions. The user can supply the script with a parameter --l and an integer value $m \geq 2$, in order to output code for Wendland functions from $\psi_{2,1}$ up to $\psi_{m, i}$ for all $0 \leq i<m$.

### 6.1 Example Lyapunov functions

Included in the repository are example outputs and example programs that calculate Lyapunov functions for deterministic and stochastic systems, using the
software library that our tool generates and functions that generate the optimal interpolation grid and the interpolation matrices. Figures 1, 2, 3, and 4 show graphs of Lyapunov functions obtained from these example programs, where the systems considered are:

$$
\begin{align*}
{\left[\begin{array}{l}
x^{\prime}(t) \\
y^{\prime}(t)
\end{array}\right] } & =\left[\begin{array}{c}
y(t) \\
-x(t)-\left(1-x(t)^{2}\right) y(t)
\end{array}\right]  \tag{24}\\
{\left[\begin{array}{c}
x^{\prime}(t) \\
y^{\prime}(t)
\end{array}\right] } & =\left[\begin{array}{c}
y(t) \\
-x(t)+\frac{1}{3} x(t)^{3}-y(t)
\end{array}\right] \tag{25}
\end{align*}
$$

and the stochastic systems

$$
\begin{gather*}
d x=\sin (x) d t+\frac{3 x}{1+x^{2}} d W  \tag{26}\\
d \mathbf{x}=\left[\begin{array}{cc}
\|\mathbf{x}\|-1.0 & 1.0 \\
-1.0 & \|\mathbf{x}\|-1.0
\end{array}\right] \mathbf{x} d t+\|\mathbf{x}\|(\|\mathbf{x}\|-0.5)(\|\mathbf{x}\|-1.5) \mathbf{x} d W \tag{27}
\end{gather*}
$$

For the systems in the above equations we have used the optimal grid as described in Section 5.3 as the collocation/interpolation points. Denoting by $\mathcal{B}^{2}(\mathbf{x}, r)$ the 2 dimensional open ball around $\mathbf{x}$ with radius $r$ and

$$
\Gamma_{r}(N)=\left\{\left.r\left(\cos \left(\frac{j 2 \pi}{N}\right), \sin \left(\frac{j 2 \pi}{N}\right)\right) \quad \right\rvert\, \quad j \in\{1, \ldots, N\}\right\} \subset \mathbb{R}^{2}
$$

we used the following data to calculate the Lyapunov functions:

- Collocation grid on $[-2,2] \times[-2,2] \backslash \mathcal{B}^{2}(0,0.1)$ with fill-distance parameter $\alpha=\frac{4}{15}, L V(\mathbf{x})=-\|\mathbf{x}\|$, and $\psi_{0}(\mathbf{x})=\psi_{6,4}(\|\mathbf{x}\|)$ for the system in equation (24);
- Collocation grid on $[-1.4,1.4] \times[-1.4,1.4] \backslash \mathcal{B}^{2}(0,0.1)$ with fill distance parameter $\alpha=\frac{2.8}{20}, L V(\mathbf{x})=-\|\mathbf{x}\|$ and $\psi_{0}(\mathbf{x})=\psi_{5,3}(\|\mathbf{x}\|)$ for the system in equation (25);
- Collocation grid on $[0.1,8.0]$ with fill distance parameter $\alpha=\frac{1}{400}, L V(x)=$ $10^{-4}, V(0.1)=0, V(8.0)=1.0$ and $\psi_{0}(\mathbf{x})=\psi_{7,6}(2\|\mathbf{x}\|)$ for the system in equation (26);
- Collocation grid on $[-2,2] \times[-2,2] \backslash \mathcal{B}^{2}(0,0.4)$ with fill distance parameter $\alpha=\frac{1}{25}, L V(\mathbf{x})=10^{-2}, V\left(\xi_{j}\right)=0$ and $V\left(\beta_{j}\right)=1$ for all $\xi_{j} \in \Gamma_{0.4}(4)$ and all $\beta_{j} \in \Gamma_{1.9}(80)$. Furthermore we set $\psi_{0}(\mathbf{x})=\psi_{6,4}(\|\mathbf{x}\|)$, for the system in equation (27).

Note that the resulting Lyapunov functions for the systems in equations (26) and (27) in figures 3 and 4 are comparable to the results obtained in [5] and [15].

### 6.2 Comparison of evaluation methods

In the paper [3] we compared different methods of evaluation for Wendland functions at a point. The methods used where:


Fig. 1. Lyapunov function for the system in equation (24)

Surface and contour plot of Lyapunov function


Fig. 2. Lyapunov function for the system in equation (25)

- Having them in factorized form, as our software tool provides, see Listing 1.2;
- Fully expanded polynomials and evaluated using Horner's Scheme, as in [2];
- Pre-computing the function in high precision (see below) at $10^{7}$ evenly spaced points on the interval $[0,1]$ and using them as a lookup table. That is, round to the closest value;


Fig. 3. Lyapunov function for the stochastic system in equation (26)


Fig. 4. Lyapunov function for the stochastic system in equation (27)

- Using the same lookup table but additionally linearly interpolate between two nearest neighbours to improve accuracy.

Table 1 shows time elapsed to evaluate the Wendland function $\psi_{7,2}$ at $10^{7}$ different points on the interval $[0,1]$, and the scale of the relative error obtained on this interval. For further analysis see [3].

| Method / Processor | i5-8250U | i7-4790K | Rel.error |
| :---: | :---: | :---: | :---: |
| Factorized form | 171.5 ms | 107 ms | $10^{-13}$ |
| Horner's scheme | 548.1 ms | 395 ms | 1 |
| Lookup table | 125.8 ms | 105 ms | $10^{-5}$ |
| Lookup table with interpolation | 165.5 ms | 128 ms | $10^{-9}$ |

Table 1. Evaluation of $\psi_{7,2}$ at $10^{7}$ different points, for different CPUs

## 7 Conclusion

In this paper we have presented a software tool for generating Wendland's compactly supported Radial Basis Functions in an optimal form. This tool generates a $\mathrm{C} / \mathrm{C}++$ library for Wendland functions of arbitrary degree in factorized form. Furthermore, this tool generates an entire family of these functions, used for solving collocation problesm, for each initial Wendland function $\psi_{l, k}$. We have also presented an algorithm that this software tool uses for generating Wendland functions in this factorized form, for accurate and efficient evaluations. Finally, we have created a software library for calculating Lyapunov functions for both stochastic and deterministic dynamical systems, using these factorized Wendland functions that our tool generates. All the software, with example usage, is available for download at https://gitlab.com/hjortur/wendland-function-generator/.
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