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Abstract. Recently the concept of essential neighbours of simplices was
introduced for switched systems and differential inclusions with triangu-
lated state spaces. It was used to design an algorithm that was able to
compute Lyapunov functions for such systems with a strongly asymptot-
ically stable equilibrium, of which the Filippov regularization does not
have a strongly asymptotically stable equilibrium. Here we advance this
algorithm further and show that the methodology can additionally be
used to localize the sliding modes is differential inclusions. Using this
localization we can remove constraints from a linear programming prob-
lem, whose feasible solutions parameterize Lyapunov functions for the
system. We demonstrate the efficacy of our new approach for three sys-
tems from the literature.
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1 INTRODUCTION

Switched systems and differential inclusions, in particular Filippov regulariza-
tions/convexifications [21], have received much attention in engineering and the
applied sciences because they allow for the efficient modelling of complex phe-
nomena, cf. e.g. [5,43,6,8,9,28] for some relevant references on differential inclu-
sions and [13,1,16,40,49,44,2,47] for switched systems.

Because there can be and often are multiple trajectories emerging from a
given initial value, one must differ between weakly- and strongly asymptotically
stable equilibrium points. That is, does at least one solution trajectory for every
initial value in a neighbourhood of an equilibrium converge to it (weak stability)
or does every trajectory for every such initial value converge to it (strong sta-
bility). The latter concept can be characterized using Lyapunov functions [15]
and the former using so-called control Lyapunov functions [45,46]. Both must be
studied in the framework of nonsmooth analysis [14].

In [35] the author introduced the concept of essential neighbours of simplices
for state switched systems/differential inclusions, of which the state space has
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been triangulated, and how non-essential neighbours can be rigorously identi-
fied and removed algorithmically. This was then used to advance the algorithm
developed in [31,8,9,10] to compute Continuous and Piecewise Affine (CPA) Lya-
punov functions using linear programming (LP). In this paper we improve the
results from [35] still further and show how the essential neighbours can be used
to identify and localize sliding modes. Further, we show how this information
can be used to generate improved LP problems with fewer constraints for the
computation of CPA Lyapunov functions.

The paper is structured as follows: In Section 2 we describe and discuss
switched systems and differential inclusions. In Section 3 we recall various def-
initions and results about triangulations and CPA functions. In particular we
define the systems we tackle with our algorithms in Section 3.2. In Section 4
we present our algorithms, Algorithm SM that localizes the sliding modes
and Algorithm CPA that computes a CPA Lyapunov function for the system
in question. In Section 5 we compute the sliding modes and CPA Lyapunov
functions for three systems from the literature, before we conclude the paper in
Section 6.

2 SWITCHED SYSTEMS AND DIFFERENTIAL
INCLUSIONS

We consider switched systems that are generated by a finite set of ordinary
differential equations (ODEs),

ẋ = fα(x), α : [0,∞)→ A, (1)

where A is a finite index set and for each a ∈ A the domain of the locally
Lipschitz vector field fa : D(fa) → Rn is D(fa) ⊂ Rn. The switching is real-
ized through the mapping α : [0,∞) → A, called switching signal. Solution
trajectories of the system are continuous paths obtained by gluing together tra-
jectory pieces of the individual systems ẋ = fa(x). That is, for an initial value
ξ ∈ D :=

⋃
a∈AD(fa) and a switching signal α we say that t 7→ φα(t, ξ) is a

solution to (1) with initial value ξ if it is absolutely continuous,

φα(0, ξ) = ξ and
d

dt
φα(t, ξ) = fα(t)(φα(t, ξ)) a.s. (2)

Recall that ‘a.s.’ stands for ‘almost surely’, i.e. the set of those t where the
condition is not fulfilled in contained in a set of measure zero. Note that not any
function α : [0,∞) → A can serve as a switching signal. Common restrictions
are e.g. that α is right-continuous when A is equipped with the discrete topology
and that there are only finitely many points of discontinuity on any bounded
interval.

As usual for differential equations we assume t 7→ φα(t, ξ) is defined on a
maximum half-open interval Iα,ξ = [0, c), c > 0, i.e. it cannot be extended to
fulfill the solution conditions on a larger interval.
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A novel complication in comparison to ODEs is that solutions can get stuck
due to the switching as illustrated in the following simple example.

Example 1. Consider the switched system (1) with A := {1, 2}, f1 : (−∞, 0]→
R, f1(x) = 1, and f2 : [0,∞) → R, f2(x) = −1. For an initial value ξ < 0 we
have the solution φα(t, ξ) = ξ + t, where necessarily α(t) = 1 for 0 ≤ t < −ξ. A
different switching α with values in {1, 2} is not possible. At time t = −ξ there
is a problem because f1 is pushing the trajectory into [0,∞) and if φα(t, ξ) > 0
we must set α(t) = 2, i.e. switch to f2. However, f2 will immediately push the
solution back to (−∞, 0), where f2 is not defined. Thus the maximum interval for
the solution is [0,−ξ). Solution trajectories of ODEs always reach the boundary
of their domain and this phenomena in switched systems is highly undesirable.�

A common way to deal with the problem in Example 1 is to use the Filippov
regularization and consider the differential inclusion

ẋ ∈ F(x) := co{fa(x) : x ∈ D(fa)}, (3)

where

coC :=

{
k∑
i=0

λixi : k ∈ N0, xi ∈ C, λi ∈ [0, 1],

k∑
i=0

λi = 1

}

denotes the convex hull of the set C ⊂ Rn. Solution trajectories to (3) are defined
similarly to solutions in the sense of Carathéodory, cf. e.g. [48, §10]. A solution
trajectory t 7→ φ(t, ξ) to (3) with initial value ξ is an absolutely continuous
function fulfilling

φ(0, ξ) = ξ and
d

dt
φ(t, ξ) ∈ F(φ(t, ξ)) a.s. (4)

Now there are no problems extending the solution from Example 1 to [0,∞).
Just note that

F(x) =

{1}, if x < 0,
[−1, 1], if x = 0,
{−1}, if x > 0.

and φ(t, ξ) = t+ ξ for 0 ≤ t < −ξ and φ(t, ξ) = 0 for t ≥ −ξ is a solution defined
on [0,∞), where we are using the right-hand side F(φ(t, ξ)) = {f1(t+ ξ)} = {1}
for 0 ≤ t < −ξ and{

1

2
f1(φ(t, ξ)) +

1

2
f2(φ(t, ξ))

}
= {0} ⊂ F(φ(t, ξ))

for t ≥ −ξ.
An additional advantage of using differential inclusions rather than switched

systems, is that there exists a mature theory for closed convex valued, i.e. F(x) =
coF(x) for all x ∈ D, and upper semicontinuous F, cf. e.g. [6,17]. The mapping
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F : D → P(Rn), D ⊂ Rn and where P(Rn) denotes the power-set of Rn (set of
all subsets), is said to be upper semicontinuous if

∀x ∈ D,∀ε > 0,∃δ > 0 : ∀y ∈ (x + δB1) ∩ D, F(y) ⊂ F(x) + εB1,

where B1 is the open unit ball in Rn. A mapping F : D → P(Rn) is often
written as F : D ⇒ Rn and is referred to as multivalued mapping. There are
many other characterizations of “upper semicontinuous”, e.g. F−1(A) closed in
D for closed A ⊂ Rn. Further, the strong asymptotic stability of an equilibrium
has been shown to be equivalent to the existence of a smooth, i.e. C∞, Lyapunov
function [15].

However, in some cases the results from the Filippov regularization of a
switched systems and the corresponding differential inclusion does not deliver
the desired results when studying strong asymptotic stability, as shown in the
next example.

Example 2. We consider Artstein’s circles [4], also discussed in detail in [35]. We
set A := {+,−}, D(f+) = [0,∞)× R, and D(f−) = (−∞, 0]× R for

f+(x, y) =

(
−x2 + y2

−2xy

)
and f−(x, y) = −f+(x, y) =

(
x2 − y2

2xy

)
. (5)

See Figure 1 taken from [35] for its solution trajectories.
Now consider the Filippov regularization of the switched system, i.e. the

system

d

dt

(
x
y

)
∈ F(x, y) := co{f+(x, y), f−(x, y)} :=

{f+(x, y)} if x > 0
{f−(x, y)} if x < 0
[−y2, y2]× {0}, if x = 0.

(6)

For this differential inclusion the origin is not strongly asymptotically stable,
because 0 ∈ [−y2, y2] for all y ∈ R and thus, for the initial value ξ = (0, y0),
we have the solution trajectory φ(t, ξ) = (0, y0) for all t ∈ [0,∞), corresponding
to 0 ∈ co{f+(0, y0), f−(0, y0)}, in addition to the solution trajectories traversing
the circle arcs to the left or to the right. Thus the origin is a weakly asymptoti-
cally stable equilibrium, but not strongly asymptotically stable, for the Filippov
regularization.

However, if we set F(x, y) to {f+(x, y), f−(x, y)} when x = 0, i.e. not the
convex hull, or by simply restricting e.g. f+(x, y) to (0,∞)×R instead of [0,∞)×
R, then the origin is strongly asymptotically stable, and this seems more natural
because solutions being stuck at (0, y), y 6= 0, for system (6) is not robust to
infinitesimal perturbations in the system state.

The deficit of not using the Filippov regularization is that then the standard
mature theory for differential inclusions with closed convex valued and upper
semicontinuous F : D ⇒ Rn does not apply.

Note that {f+(0, y), f−(0, y)} is not convex for y 6= 0 and

F̃(x, y) :=

{
{f+(x, y)} if x > 0
{f−(x, y)} if x ≤ 0
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Fig. 1. Trajectories of the switched
system (1) with the right-hand side
given by (5) (Artstein’s circles). For
x > 0 the system traverses the blue
circle arcs to zero and for x < 0 the
systems traverses the red circle arcs
to zero.

is not upper semicontinuous; for 0 < ε < y2/2 and small x > 0 we have

F̃(x, y) 6⊂ F̃(0, y) + εB1 ⊂ (−ε− y2,−y2 + ε)× (−ε, ε)

because⋂
x>0

F̃(x, y) = {(y2, 0)} and (−ε− y2,−y2 + ε) ⊂ (−3y2/2,−y2/2).

Nevertheless, it seems harmless to use F̃ instead of F considering that no
system trajectory can reach the set {(0, y) : y 6= 0} because it is repelling. A
point in this set is only on a solution trajectory as its initial value. This point
was taken in [35]. �

In the following we will study the differential inclusions

ẋ ∈ F(x), F(x) ⊃ {fa(x) : x ∈ D(fa)}, (7)

related to the switched system (1), i.e. A is a finite index set and for each
a ∈ A the domain of the locally Lipschitz vector field fa : D(fa) → Rn is
D(fa) ⊂ Rn. Further we assume that the D(fa) are n-dimensional polytopes,
D(fa)◦∩D(fb)

◦ = ∅ if a 6= b, and D(fa)∩D(fb) is either empty or a k-dimensional
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polytope, 0 ≤ k < n. A solution to (7) with initial value ξ ∈ D :=
⋃
a∈AD(fa)

is an absolutely continuous functions t 7→ φ(t, ξ) fulfilling φ(0, ξ) = ξ and

d

dt
φ(t, ξ) ∈ F(φ(t, ξ)) a.s. for t ∈ J = [0, c), c > 0.

For the system (7) there are three essentially different types of how two different
vector fields fb and fw, b, w ∈ A, can meet at a boundary. These are shown and
discussed in Figure 2.

Fig. 2. The three cases of a boundary between two systems, ẋ = fb(x) on the left (blue)
where the black arrow indicates the vector fb(x) and ẋ = fw(x) on the right (white)
where the red arrow indicates the vector fw(x).
Case 1: (left) The black arrow fb(x) points towards the boundary and the red arrow
fw(x) away from it. Thus solutions pass through the boundary.
Case 2: (middle) The black arrow fb(x) and the red arrow fw(x) point away from the
boundary. A solution trajectory can start at the boundary, but otherwise cannot reach
it.
Case 3: (right) The black arrow fb(x) and the red arrow fw(x) point towards the
boundary. Thus we have a sliding mode at the boundary.

Let us discuss system (7) in relation to Figure 2. In general, one can set
F(x) = co{fa(x) : x ∈ D(fa)} in system (7), which is the Filippov regularization,
and study the stability of an equilibrium assumed to be at the origin using
Lyapunov functions. Note that F(x) = {fa(x)} for an a ∈ A except in some
D(fb) ∩ D(fw), which are k-dimensional polytopes, 0 ≤ k < n. In [31,8,9,10]
an algorithm was developed to compute CPA Lyapunov functions using LP for
such systems. However, as we have seen in Example 2 this can be unnecessary
restrictive and in [35] it was shown that one can replace F(x) = co{fa(x) : x ∈
D(fa)} by F(x) = {fa(x) : x ∈ D(fa)} at boundaries of type Case 2. This
led to LP problems with fewer constraints and one can for example compute a
CPA Lyapunov function for Artstein’s circles in Example 2. Note that this is
not possible with the approaches in [31,8,9,10] because the origin is not strongly
asymptotically stable for the Filippov regularization. This is discussed in detail
in [35].

For our discussion the gradient of the CPA Lyapunov function to be com-
puted can be assumed to be a constant vector∇Vb in the blue area and a constant
vector ∇Vw in the white area. One definitely has to demand that ∇Vb • fb(x) < 0
in the blue area and ∇Vw • fw(x) < 0 in the white area, if V is to be decreasing
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along solution trajectories. In [8,9,10] one added the decrease conditions

∇Vb • fw(x) < 0 and ∇Vw • fb(x) < 0 at the boundary. (8)

A feasible solution to the resulting LP problem delivers a CPA Lyapunov func-
tions for the system (7) with F(x) = co{fa(x) : x ∈ D(fa)}, i.e. the Filippov
regularization.

In [35] it was shown that one can drop the constraints (8) at boundaries of
type Case 2 and a feasible solution to the resulting LP problem, with fewer
constraints, delivers a CPA Lyapunov functions for the system (7) with F(x) =
{fa(x) : x ∈ D(fa)} with boundaries of type Case 2 and F(x) = co{fa(x) :
x ∈ D(fa)} at boundaries of Case 1 and Case 3.

A novel observation in this paper is that one can also drop the constraints (8)
at boundaries of type Case 1. The reason for this is that when the solution moves
from the blue area to the white one, this happens at one time instance which
has measure zero. If neither fb(x) nor fw(x) is tangential to the boundary at the
boundary this is obvious, but also in the case that one or both are tangential at
some points one can drop the condition because by [35, Lemma 2.1] ∇Vb • t =
∇Vw • t for any vector t tangent to the boundary; just note that the trajectory
is being held at the boundary by either fb(x) or fw(x), not a nontrivial convex
combination of both. Recall that stability in the Lyapunov theory is proved by
considering the integral

∫∞
0
DV (φ(t, ξ))dt, where DV is the derivative of the

Lyapunov function V along solution trajectories (in some appropriate sense),
for CPA Lyapunov functions cf. [42, Thm. 1.16], and the value of this integral is
invariant to altering t 7→ DV (φ(t, ξ)) on a set of measure zero.

We thus only need to apply constraints (8) at boundaries of type Case 3,
where the solution trajectory of the system is indeed steered by a nontrivial
convex combination of the vector fields fb(x) and fw(x), see Figure 3. Such a
boundary is called a sliding mode or a sliding surface and has numerous appli-
cations in control, cf. e.g. [20,50,11] for a practical applications.

Fig. 3. The sliding mode from
Figure 2 Case 3. The vector
λ1fb(x) + λ2fw(x) (magenta) is
a nontrivial convex combination
of the vectors fb(x) (black) and
fw(x) (red) that is tangent to
the boundary. The solution to
the system can and must move
along the boundary in the direc-
tion of this vector.
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3 TRIANGULATIONS AND CPA FUNCTIONS

The CPA method was originally an algorithm to compute Lyapunov functions
for ODE systems [41,29,30] and in a series of papers [22,23,26] it was proved that
it can compute a Lyapunov function for any such system with an exponentially
stable equilibrium. Its efficient implementation has been studied in [32,12,33,34]
and it has been extended to various other system types, e.g. discrete time sys-
tems [24,39], ISS systems [38,39], and finite time systems [37]. In particular, it
was extended to arbitrary switched systems in [31] and to differential inclusions
with strongly asymptotically stable equilibrium in [8,9]. In [10] a corresponding
algorithm was developed for the computation of control CPA Lyapunov func-
tions for weakly asymptotically stable differential inclusions, see also [7] for a
different approach including semiconcavity condition into the formulation of the
optimization problem.

A CPA Lyapunov function is a Lyapunov function that is continuous and
piecewise affine on every simplex of a triangulation. Thus, to define a CPA
Lyapunov function V , first a triangulation T of its domain DT ⊂ Rn must be
fixed. The triangulation must be shape-regular, i.e. any two different simplices
must be disjoint or intersect in a common face. The continuous and piecewise
affine function V is then defined by assigning it values at the vertices of the
simplices of T and linearly interpolating these values over the simplices. The
resulting function is affine on each simplex Sν ∈ T and has the formula V (x) =
∇Vν •x+aν on Sν , where∇Vν ∈ Rn and aν ∈ R. In particular, its gradient∇V (x)
is a well defined constant vector ∇Vν in the interior S◦ν . At the boundaries, where
two or more simplices intersect, the function V is not differentiable and its
gradient is cannot defined in the classical sense. We recall numerous definitions
and results from [35] before we state our algorithms.

3.1 TRIANGULATIONS

Let C = {x0,x1, . . . ,xn} ⊂ Rn be a set of affinely independent vectors, i.e. the
augmented vectors (x0, 1), (x1, 1), . . . , (xn, 1) ∈ Rn+1 are linearly independent.
The convex hull of the vectors in C, i.e. the set

S = coC =

{
n∑
k=0

λkxk : xk ∈ C, λk ∈ [0, 1],

n∑
k=0

λk = 1

}
,

is called a proper n-simplex. The faces of the simplex S are the sets
m∑
j=0

λkjxkj : xkj ∈ C, λkj ∈ [0, 1],

m∑
j=0

λkj = 1

 ,

where 0 ≤ m < n and 0 ≤ k0 < k1 < . . . < km ≤ n. Hence for every subset
∅ 6= C ′ ( C we get a face of the simplex S, namely the set coC ′.

Let {Sν}ν∈T = T , T an index set, be a set of proper n-simplices in Rn, such
that different simplices Sν , Sµ ∈ T intersect in a common face or not at all and
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such that for DT =
⋃
ν∈T Sν the set D◦T is a simply connected neighborhood of

the origin. The set T is referred to as a shape-regular triangulation. We refer to
the set

VT := {xi : xi is a vertex of a simplex Sν ∈ T }
as the vertex set of the triangulation T .

For each Sν ∈ T , ν ∈ T , define Cν := {xν0 ,xν1 , . . . ,xνn} to be the set of
its vertices. The shape-regularity can be expressed as: from Sν , Sµ ∈ T follows
Sν ∩ Sµ = co(Cν ∩ Cµ).

3.2 THE SYSTEM CONSIDERED

In the rest of the paper we will consider the differential inclusion (7), i.e.

ẋ ∈ F(x), F(x) ⊃ {fa(x) : x ∈ D(fa)},

that is adapted to the shape-regular triangulation T . In more detail:
Let a shape-regular triangulation T = {Sν}ν∈T in Rn and a finite number

of C2 vector fields fa : D(fa) → Rn, a ∈ A an index set, be given. Assume that
for every a ∈ A the domain D(fa) ⊂ Rn of fa is the (nonempty) union of some
of the simplices in T , i.e.

∅ 6= D(fa) = Sν1 ∪ Sν2 ∪ · · · ∪ Sνk , where ν1, ν2, . . . , νk ∈ T

and that D(fa)◦ ∩ D(fb)
◦ = ∅ if a 6= b.

Define for every ν ∈ T the set Aν := {a ∈ A : Sν ⊂ D(fa)} and assume that
Aν 6= ∅ for all ν ∈ T . Hence, every simplex Sν ∈ T is entirely in the domain of
exactly one vector field fa.

3.3 ESTIMATES

The following estimates are of essential importance for the CPA algorithm, be-
cause they allow us to check certain inequalities at the vertices VT of the simplices
in T to gain estimates on the entire domain DT .

For a set C = {x0,x1, . . . ,xk} of affinely independent vectors in Rn and a
C2 vector field fa defined on coC with components (fa1 , f

a
2 , . . . , f

a
n) = fa define

a constant BaC,r,s such that

BaC,r,s ≥ max
x∈coC

m=1,2,...,n

∣∣∣∣ ∂2fam∂xr∂xs
(x)

∣∣∣∣ . (9)

Further, for each (vertex) y ∈ C define

Cmax
y,s := max

j=0,1,...,k
|es • (xj − y)|

and set

Ea,yC,xi :=
1

2

n∑
r,s=1

BaC,r,s|er • (xi − y)|(Cmax
y,s + |es • (xi − y)|), (10)
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for i = 0, 1, . . . , k. The constants Ea,yC,xi are defined such that if ∅ 6= C ⊂ Cν ,
i.e. coCν = Sν ∈ T or coC is a face of Sν , we have for a fixed vector v ∈ Rn
and a convex function p : Rn → R that

v • fa(xi) + Ea,yC,xi‖v‖1 ≤ −p(xi), i = 0, 1, . . . , k, (11)

implies v • fa(x) ≤ −p(x) for all x ∈ coC.
This follows by [42, Lemma 4.16], which states that for a convex combination

of the vertices x =

k∑
i=0

λixi ∈ coC we have the estimate

∥∥∥∥∥fa(x)−
k∑
i=0

λifa(xi)

∥∥∥∥∥
∞

≤
k∑
i=0

λiE
a,y
Cν ,xi

. (12)

Hence, by Hölder’s inequality and (11) we have that

v • fa(x) =

k∑
i=0

λiv • fa(xi) + v •

[
fa(x)−

k∑
i=0

λifa(xi)

]

≤
k∑
i=0

λiv • fa(xi) + ‖v‖1

∥∥∥∥∥fa(x)−
k∑
i=0

λifa(xi)

∥∥∥∥∥
∞

≤
k∑
i=0

λiv • fa(xi) + ‖v‖1 ·
k∑
i=0

λiE
a,y
Cν ,xi

=

k∑
i=0

λi

(
v • fa(xi) + ‖v‖1Ea,yCν ,xi

)
≤

k∑
i=0

λi (−p(xi)) ≤ −p

(
k∑
i=0

λixi

)
= −p(x).

For implementing the constraints (11) it is of essential practical importance
that the BaC,r,s are just upper bounds. Further, the vertex y ∈ C for Ea,yC,xi in
(11) is arbitrary, but must be the same for all i = 0, 1, . . . , k. In our application
p is a nonnegative function and fa(0) = 0. If 0 ∈ C and BaC,r,s > 0, then y = 0

is the only sensible choice because Ea,yC,y = 0. Additionally, if 0 ∈ coC we must
have 0 ∈ C if (11) is to be fulfilled.

ESSENTIAL NEIGHBOURS

For a simplex Sν ∈ T define the set

NSν := {Sµ ∈ T : Sµ 6= Sν and Sµ ∩ Sν 6= ∅}

of its neighbouring simplices in T . In [35] the set of the essential neighbouring
simplices ENSaν , a ∈ Aν , for the simplex Sν and with respect to the vector field
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fa, was introduced. That is, ENSaν contains the simplices Sµ ∈ NSν , a 6∈ Aµ,
with an initial position x ∈ Sν such that the solution trajectory of ẋ = fa(x)
moves into the interior of Sµ in an infinitesimal time. In formula, for every
Sν ∈ T and a ∈ Aν define

ENSaν := {Sµ ∈ NSν : a 6∈ Aµ and ∃x ∈ Sν , ∃h > 0 s.t. x + (0, h]fa(x) ⊂ S◦µ}.

Note that we have made the definition a little more restrictive than in [35], where
‘can move into the interior of Sµ in an infinitesimal time’ and the condition
‘x+ [0, h]fa(x) ⊂ Sµ’ were used. Further, we removed all Sµ ∈ NSν with a ∈ Aµ
from the set ENSaν , which simplifies the definition of our algorithms below.

4 THE ALGORITHMS

We now describe our algorithms that generate linear inequalities to localize the
sliding modes, i.e. boundaries of type Case 3 in Figure 2, and an LP problem
of which any feasible solution parameterizes a CPA Lyapunov functions for the
differential inclusion in Section 3.2. We refer to the former as Algorithm SM,
where SM hints at the sliding modes we are interested in, and the latter as
Algorithm CPA, because it constructs an LP problem which parameterizes a
CPA Lyapunov function.

4.1 COMPUTING ESSENTIAL NEIGHBOURS

Consider a simplex Sν = coCν ∈ T , where as before Cν = {xν0 ,xν1 , . . . ,xνn}.
Another way to describe the simplex Sν is to define it as the intersection of
n + 1 half-spaces {x ∈ Rn : n • (x − y) ≥ 0}, where n,y ∈ Rn, n 6= 0. These
half-spaces for Sν can be constructed as follows using the set Cν , cf. [33,35].

For i = 0, 1, . . . , n we construct the half-space Hν,xνi
such that Sν ⊂ Hν,xνi

and Cν \ {xνi } is a subset of the boundary ∂Hν,xνi
of Hν,xνi

in the following way:
Set yn := xνi and pick an arbitrary, but fixed vector y0 ∈ Cν \ {xνi }. Let

{y1,y2, . . . ,yn−1} = Cν \ {y0,yn} and define the (nonsingular) matrix

Yν,xνi := (y1 − y0,y2 − y0, . . . ,yn − y0)
>
.

With nν,xνi = Y −1ν,xνi
en the desired half-space is given by

Hν,xνi
:= {x ∈ Rn : nν,xνi

• (x− y0) ≥ 0}. (13)

To compute algorithmically a tight upper approximation (ENSaν )∗ of ENSaν ,
i.e.

ENSaν ⊂ (ENSaν )∗ ⊂ NSν ,
we proceed as follows:

Algorithm SM: For each Sν ∈ T and a ∈ Aν start with

(ENSaν )∗ = {Sµ ∈ NSν : a 6∈ Aµ}.
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Then for every Sν ∈ T and each Sµ ∈ (ENSaν )∗ do the following:
Let {z1, z2, . . . , zr} = Cν ∩Cµ and {y1,y2, . . . ,ys} = Cµ \Cν . Associated to

the half-spaces Hµ,yj are the vectors nµ,yj computed as above, but now for the
simplex Sµ and its vertices Cµ ⊃ {y1,y2, . . . ,ys}. If for any j = 1, 2, . . . , s we
have

0 ≥ nµ,yj • fa(zi) + Ea,yCν∩Cµ,zi‖nµ,yj‖1 (14)

for all i = 1, 2, . . . , r, then Sµ cannot fulfill the condition for an essential neigh-
bour and we remove Sµ from (ENSaν )∗. �

Recall that Sν ∩ Sµ = co(Cν ∩ Cµ) and define

FSM :=
{
Cν ∩ Cµ : Sν ∈ (ENSaµ)∗ and Sµ ∈ (ENSaν )∗

}
. (15)

It is not difficult to see that
⋃
F∈FSM

coF is a superset of all sliding modes of
the differential inclusion in Section 3.2, i.e. boundaries of type Case 3 in Figure
2.

For a visual illustration of the sets (ENSaν )∗ see Figure 4 taken from [35].

4.2 PARAMETERIZING CPA LYAPUNOV FUNCTIONS

The LP problem, of which every feasible solution parameterizes a CPA Lyapunov
function for the differential inclusion in Section 3.2, has the variables Vx, x ∈ VT .
For every x that is a vertex of a simplex in T the LP problem solver will attempt
to assign the value of a CPA Lyapunov function V at x to the variable Vx. From
a feasible solution, where the variables Vx have been assigned values such that
the linear constraints below are fulfilled, we then define a continuous function
V : DT → R through parameterization and interpolation using these values: for
an x ∈ DT we can find a simplex Sν = co{xν0 ,xν1 , . . . ,xνn} such that x ∈ Sν and
x can be written as a convex combination of the vertices xνi in a unique way.
We then define V at x as the same convex combination of the values Vxνi , i.e.

V (x) :=

n∑
i=0

λiVxνi where x =

n∑
i=0

λix
ν
i .

If two different simplices in T intersect they do so in a common face, hence V is
well-defined and continuous. By a slight abuse of notation we both write V (xνi )
for the variable Vxνi of the LP problem and the value of the function V at xνi ,
since they are the same value anyways.

Algorithm CPA: There are two groups of constrains in the LP problem. The
first group is to assert that V has a minimum at the origin:

Linear constraints L1
If 0 ∈ VT one sets V (0) = 0. Then for all x ∈ VT :

V (x) ≥ ‖x‖2.
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Fig. 4. (extracted from [35]) The simplex Sν is the convex combination of the 3 = n+1
vertices 1,3,4, i.e. Sν = co{1,3,4}, and Sµ1 = co{3,4,6}, and Sµ2 = co{2,3,5}.
Clearly {Sµ1 , Sµ2} ⊂ NSν . We consider three constant fa(x) with D(fa) = Sν : f1(x) =
⇀
a , f2(x) =

⇀

b, and f3(x) =
⇀
c ; depicted by arrows. Since the vector fields are constant

the sets ENSaν and (ENSaν )∗ coincide. Now Sν ∩ Sµ1 = co{3,4} and the half-space
Hµ1,6, with co{3,4} at its boundary and containing Sµ1 , is depicted in blue. We have

Sµ1 ∈ (ENS1
ν)∗ because f1(x) =

⇀
a points into Hµ1,6 for (some) x ∈ co{3,4} but

Sµ1 /∈ (ENSaν )∗ for a = 2, 3 because f2(x) =
⇀

b and f3(x) =
⇀
c do not point into Hµ1,6

for any x ∈ co{3,4}. Similarly, Sν ∩ Sµ2 = {3} and the (n − 1)-faces co{2,3} and
co{3,5} of Sµ2 contain Sν ∩ Sµ2 . The half-spaces Hµ2,5 (blue) and Hµ2,2 (red) are
supersets of Sµ2 and with co{2,3} and co{3,5} at their boundaries, respectively, are
depicted. Now Sµ2 ∈ (ENS1

ν)∗ because f1(x) = a points into both Hµ2,5 (blue) and

Hµ2,2 for x at the vertex 3, but Sµ2 /∈ (ENS2
ν)∗ because f2(x) =

⇀

b does not point into

Hµ2,5 and Sµ2 /∈ (ENS3
ν)∗ because f2(x) =

⇀
c does neither point into Hµ2,5 nor Hµ2,2.

Another possibility is to relax the condition of strong asymptotic stability of
the origin to practical strong asymptotic stability. In this case one defines a priori
an arbitrary small neighbourhood of the origin N and does not demand that V
is decreasing along solution trajectories in this set. One must then make sure
through constraints that

max
x∈∂N

V (x) < min
x∈∂DT

V (x), (16)

because sublevel sets L of V that are closed in D◦T are forward invariant lower
bounds on the basin of attraction. This is not difficult to implements and is
discussed in detail in e.g. [29,31,9,36]; for example choose N as the union of
a subset of the simplices in T such that maxx∈∂N V (x) = maxx∈∂N∩VT V (x).
Then (16) can be implemented as

max
x∈∂N∩VT

V (x) < min
x∈∂DT ∩VT

V (x).
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The implications of such a Lyapunov function are that solutions starting at ξ ∈ L
enter N in a finite time and either stay in N or stay close, i.e.

lim sup
t→∞

V (φ(t, ξ)) ≤ max
x∈∂N

V (x)}.

The second group of linear constraints is to assert that V is decreasing along
all solution trajectories.

Linear constraints L2
For every Sν ∈ T , we demand for a ∈ Aν and i = 0, 1, . . . , n that:

∇Vν • fa(xνi ) + ‖∇Vν‖1Ea,yCν ,xνi ≤ −‖x
ν
i ‖2. (17)

For every F = Cµ ∩ Cν = {x0,x1, . . . ,xk} ∈ FSM and with a ∈ Aν and b ∈ Aµ
we demand for i = 0, 1, . . . , k that:

∇Vµ • fa(xi) + ‖∇Vµ‖1Ea,yF,xi ≤ −‖xi‖2 (18)

and

∇Vν • fb(xi) + ‖∇Vν‖1Ea,yF,xi ≤ −‖xi‖2 (19)

In the case of practical strong asymptotic stability one disregards the constraints
(17) for Sν ⊂ N and the constraints (18) and (19) if either Sν ⊂ N or Sµ ⊂ N .

�

Note that the constrains (17), (18), and (19) are all linear in the variables
V (x), x ∈ VT , of the LP problem, cf. e.g. [26, Remarks 9 and 10], and ‖∇Vν‖1
can be modelled through linear constraint using auxiliary variables.

For the following discussion define

Fx := {fa(x) : x ∈ D(fa)} (20)

for all x ∈ DT . A feasible solution to the LP problem constructed by Algorithm
CPA parameterizes a CPA Lyapunov function V for the differential inclusion
from Section 3.2 with

F(x) := Fx if x ∈
⋃

F∈FSM

coF and F(x) := coFx otherwise, (21)

that fulfills the decrease condition

D+V (x,y) := lim sup
h→0+

V (x + hy)− V (x)

h
≤ −‖x‖2

for all y ∈ F(x).
For the fully fledged Clarke subdifferential

∂ClV (x) := co{∇Vµ : x ∈ Sµ}
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and the Filippov regularization F(x) = coFx of the system in Section 3.2, the
set ∂ClV (x) • F(x) ⊂ R consists of the elements ∑

µ :x∈Sµ

αµ∇Vµ

 •

 ∑
a :x∈D(fa)

βafa(x)

 =
∑

µ : x∈Sµ
a : x∈D(fa)

αµβa∇Vµ • fa(x),

for all αµ, βa ≥ 0 fulfilling ∑
µ :x∈Sµ

αµ =
∑

a :x∈D(fa)

βa = 1.

To fulfill ∂ClV (x) • F(x) ≤ −‖x‖2 we need

∇Vµ • fa(x) ≤ −‖x‖2 (22)

for all µ, a such that x ∈ Sµ ∩D(fa). As we discussed in Section 2 this is unnec-
essary limiting if we want to prove strong asymptotic stability of the equilibrium
at the origin in a more practical sense using formula (21) for F. Our novel algo-
rithms are designed to remove the condition (22) for as many µ, a as possible,
but still keep it in place where necessary to secure that solution trajectories of
the differential inclusion from Section 3.2 are actually being attracted to the ori-
gin. In the next section we demonstrate the efficacy of our approach with three
examples from the literature.

5 EXAMPLES

We present three examples of our new algorithms. The methods were imple-
mented in C++ and the LP problems were solved using the Gurobi solver,
which is free for academia. Example 5.1 was solved within 2 seconds using a
state of the art PC, Examples 5.2 and 5.3 in a split second. The triangulations
we used are mapped standard triangulations T std

N,K , with or without a triangle
fan at the origin, cf. Figure 5. The implementation and theoretical properties
of such triangulations are discussed in detail in [32,25,33,34,3,27], to which the
interested reader is referred. The parameters of the computations were fixed
through trial-and-error.

5.1 Example 1

The first example is Artstein’s circles discussed in Example 2. We set BaC,r,s = 2
uniformly, i.e. for all values of a,C, r, s, cf. (9).

We used the mapped standard triangulation T std
48,0 using the mapping M(0) =

0 and

M(x) = 2.5 · 10−4
‖x‖1.5∞
‖x‖2

x for x 6= 0.



16 S. Hafstein

Fig. 5. The standard trian-
gulation T std

N,K in the plane
R2 with N = 7 and K = 4.
All vertices have integer co-
ordinates, N ≥ K fixes the
size of the square [−N,N ]2

triangulated andK ≥ 0 fixes
the size of the triangle fan at
the origin. For K = 0 and
K = 1 there is no triangle
fan.

We excluded a small neighbourhood of the origin from the domain of the CPA
Lyapunov function to be computed. More exactly we excluded the triangles
mapped from [−4, 4]2; i.e. N ⊂M((−4, 4)2) ⊂ 2 · 10−3B1 in the computations.
Note that this is necessary, because the existence of a CPA Lyapunov function
implies that the origin is exponentially stable, which is not the case for for
Artstein’s circles as can easily be seen from linearizing f+ and f−.

Algorithm SM delivers that FSM = ∅, i.e. there are no sliding modes,
cf. Case 3 in Figure 2. If Figure 6 we plot the CPA Lyapunov function computed
for the system by solving the LP problem generated by Algorithm CPA and
in Figure 7 we plot some of its level-sets.

5.2 Example 2

The second example is taken from [18,19], where it was considered as a switched
system with state dependent switching between three linear systems. We set
A := {1, 2, 3},

f1(x) =

(
−0.1 1
−5 −0.1

)
x, f2(x) =

(
−0.1 5
−1 −0.1

)
x, f3(x) =

(
1.9 3
−3 −2.1

)
x,

and D(fi) := {x ∈ R2 : x>Qix ≥ 0} with the symmetric matrices

Q1 :=

− 1
1+
√
2
−
√
2
2

−
√
2
2 −1

 , Q2 :=

− 2+
√
2

2 − 2+
√
2

2

− 2+
√
2

2 −1

 , Q3 :=

 1
√

2

√
2 1

 .

It is not difficult to see that the lines

y = −(1 +
√

2)x, y = −x, and y = −(1 +
√

2)−1x
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Fig. 6. CPA Lyapunov function computed for (5) (Artstein’s circles). The triangles of
the domain of D(f−) used in the computations are plotted in red and the triangles of
the domain of D(f+) in blue. Note that the Lyapunov function is not defined in a small
area of the origin.

Fig. 7. Level sets of the CPA
Lyapunov function from Figure
6 for the system (5) (Artstein’s
circles). Each level is the bound-
ary of a forward invariant set.
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separate the domains D(fi), i = 1, 2, 3. To get appropriate areas in our triangu-
lation we first use a triangle fan T std

N,K with N = K and then map it to match
the areas D(fi), i = 1, 2, 3. For our discussion it is enough to consider the trian-
gulation in the sector ‘x ≥ 0 and 0 ≤ y ≤ x’, because the triangulation in the
sector ‘x ≥ 0 and 0 ≤ x ≤ y’ is obtained by reflection through y = x, the sector
‘x ≤ 0 and y ≥ 0’ by subsequent reflection through x = 0 and the half-plane
y ≤ 0 finally by reflection through y = 0.

In the sector ‘x ≥ 0 and 0 ≤ y ≤ x’ the triangle fan consists of triangles
with vertices (0, 0), (K, b), and (K, b + 1), where K > 0 is a fixed integer and
b = 0, 1, . . . ,K−1. To obtain a triangulation, such that the line segment between
(0, 0) and (K, (1 +

√
2)−1K) is the common side of two triangles, we let K be

divisible by 5 and define a = (1 +
√

2)−1 and map our triangles with M(x, y) =
α · (x, g(y))>, where α > 0 is a scaling factor and

g(y) =


a

0.4
y, if 0 ≤ y ≤ 0.4x

ax+ (y − 0.4x)
1− a

1− 0.4
, if 0.4x ≤ y ≤ x

Since K is divisible by 5 the triangles with vertex (K, 2K/5) in the triangulation
are mapped to a triangle with the vertex (K, (1 +

√
2)−1K). Reflection through

y = x gives triangles with vertex ((1+
√

2)−1K,K) and the line segment between
this point and the origin is on the line y = (1 +

√
2)x. Finally, the reflections

through x = 0 and y = 0 give triangles with (−K, (1 +
√

2)−1K) and (K,−(1 +√
2)−1K) as vertices, corresponding to the line y = −(1 +

√
2)−1x, and triangles

with (−(1 +
√

2)−1K,K) and ((1 +
√

2)−1K,−K) as vertices, corresponding to
the line y = −(1 +

√
2)x.

In our computations we can set BaC,r,s = 0 uniformly; and we fix K = 10 and

α = 5 · 10−2, see Figure 8 for a graphical representation of the triangulation.
Algorithm SM delivers that FSM = ∅, i.e. there are no sliding modes. The

LP problem generated by Algorithm CPA was solved in 30 ms and delivers
a CPA Lyapunov function on the domain [−0.5, 0.5]2. Since all subsystems are
linear this Lyapunov function can be extended radially the the entire plane R2

with

V (x) = 2‖x‖∞V
(

x

2‖x‖∞

)
for ‖x‖∞ ≥

1

2
.

The computed CPA Lyapunov function is depicted in Figure 9 and some of its
level sets in Figure 10.

5.3 Example 3

The third and last example is a nonlinear system from [19]. We set A := {1, 2}
and

f1(x) =

(
−0.1 1
−5 −0.1

)
x−
(

arctan(x1)
arctan(x2)

)
, f2(x) =

(
−0.1 −5

1 −0.1

)
x−
(

arctan(x1)
arctan(x2)

)
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Fig. 8. The triangulation used for the system in Example 5.2. The blue triangles are
the triangulation of D(f1), the white triangles the triangulation of D(f2), and the green
triangles the triangulation of D(f3).

Fig. 9. CPA Lyapunov function computed for the system in Example 5.2. This Lya-
punov function can be extended radially to the entire plane R2.
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Fig. 10. Level sets of the CPA
Lyapunov function computed
for the system in Example 5.2,
cf. Figure 9. Each level is the
boundary of a forward invariant
set.

D(f1) := {x ∈ R2 : x21 − x22 ≤ 0} and D(f2) := {x ∈ R2 : x21 − x22 ≥ 0}. Hence,
the lines y = x and y = −x separate the domains.

We used the mapped standard triangulation T std
12,3 using the mapping M(0) =

0 and

M(x) = 5 · 10−3
‖x‖2∞
‖x‖2

x for x 6= 0.

We set as upper bounds BaC,r,s = 2 maxx∈C ‖x‖∞ for all simplices and faces
coC.

In this example Algorithm SM delivers that FSM consists of all faces of
simplices on the line y = x except {(0, 0)}, i.e. all sides and all vertices! Note
that the vertices on the line are 0-faces of the triangles adjoining the triangles
with sides on the line and they must also be considered in Algorithm CPA.
The faces on the line y = x, are repelling, i.e. boundaries of type Case 2 in Figure
2, except for the face {0}.

The LP problem generated by Algorithm CPA was solved in 0.85 s and
delivers a CPA Lyapunov function on a circular disk with radius 0.72. The
computed CPA Lyapunov function is depicted in Figure 11 and some of its level
sets in Figure 12.

6 CONCLUSIONS

We presented two novel algorithms, Algorithm SM and Algorithm CPA, for
the differential inclusions as defined in Section 3.2. Algorithm SM computes
a (tight) superset of the sliding modes of the system by verifying certain lin-
ear constraints. Algorithm CPA uses linear programming to parameterize a
continuous and piecewise affine (CPA) Lyapunov function for the system, using
information on the location of the sliding modes from Algorithm SM. Together
they represent a major improvement to the algorithms developed in [31,8,9,10,35]
for switched systems and differential inclusions. We show the efficacy of our al-
gorithms by computing the sliding modes and CPA Lyapunov functions for three
systems from the literature.
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Fig. 11. CPA Lyapunov function computed for the system in Example 5.3.

Fig. 12. Level sets of the CPA
Lyapunov function from Figure
11 for the system in Example
5.3. Each contour is the bound-
ary of a forward invariant set.
Notice the non-convex shape at
the repelling line y = −x.
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